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1"ruuipI-fased Parsing Preview

1. Preview

Tilt focuis of liniguistic theory has shifted away from compLIlex rule systenis to modular
siystenis o~f principles, but the practice of parser design has not kept pace. Natural-anguage
parsers are still built oil complex rule systems. Few implementation models arc known Z

for the new theories of grwnnmar, wuid those that do exist fail to preserve their mnodular
organization. Research is needled onl how to embody thc new theories in parsers.

1.1. Linguistic theory and parsing practice

Thc hunian ability to use and understand at language depends in part onl knowledge of
the syntactic structure of its sentences. Native speakers of fihe language learn its syntax by
acquiring 4onie mentally represented system of rules anmd principles. Their .'yntactic abilities
result from posseseing both nucrh a grammar and implicit knowledge of hlow to put it to use.
It is the business of ,Cnerative linguistics to idlentify thle rules and principles -Und explain
how they are acquired and used.

A natural-lainage program, is dlesigned to approximate part of the human ability
to iiee and understand natuiradlIanguage. Since it too must be sensitive to tile syntactic
structure, of sentences. the programn must be hbased on some approximation to tile system of
rulies amid principles that litiguisties is striving to identify. Given this intimtate connection
betweenl lingulistics and the de'sign of natural-Wuguage programs. it is natural to expect
rhat parsing practice should closely track developments in linguietic theory. As linguistics
provides better accounts of tile rules and principles that (iefine natural-language syntax,
they can be exubodied in progranis that use better approximations to linguistlc reality.

Hodwever. recent theoretical shifts in linguistics have not been matched by correspond-
ing developments in the pra-ctice of parser des ign. Under early theories of trans.formational
grammar, eatch language was described by a large system of complicated rules that mnetic- -

ulously s3pelled out thle details of their operation. In contrast, new thteories suggest that
complicated language-specific rule systemfs dlo not form an important part of a person's
syntactic knowledge. The focus of lingtistic theory has shifted to the study of modular
subsystems of grammatical principleS and luaramneters.

1.2. Replicating the shift to modular syntax

A closer !ook at lingis ,tic theory shoiws that thlere were good reasons for this shift.
Early lrmimaical theories 5(I~ferod( froni -;vferal -selLtiheC ills. Their etiled ride systems
4Peemned dleriva;tive rather than funtdaintai. They 'verto more! Atiptilat ive tluum explanatory.
theyv made woak dlaiins about the natuire of natural hlignmqeu. euid they umade langunage
'a0qiiisi t ion 4eniu a riiid-bom'ging task. Thn' new tno'i ar the~ories -tzrvil theso ills. By

!1 mamgilo r i. lft'uts (of sepo);rat e tunlerlying slibsystents of gratumnar. hevy were Nbe to
COute closAer to i ncoverin-g the p~rinci ples Oir hm.5 rin the -ri me asis o f .yunrac tic k no wletige.

A corres.ponmihn- !ook at the practice of ;trevr tlesgni rotifirnis liamt, uit simhluft has
,amkez AarvLc 7here. Eatchm!.n g isi -ill li' -'ribvd 'o aV !.mr,.v 'Vvllu2'' oun p1Jlie ted rides-

- r ~ham spell out, the sleta i Is of thiur opeCra tion .> c S11 4or0 M i ic; Lt t' I rui le ys tvnris Lr(, no more



Principle-Based Parsing Parsing

desirablie in engineering th;ut they were i science, for the ,cientific ills that afflicted them
in lingu istic theory can translate to engineering maladies i parser design. They make it
dilicult to build natural-lmguage systems.

The cure for these engineering maladies should be the sane in parser design as it was
in linguistic theory. It should be possible for a parser to base its actions on interacting
principles and parameters instead of compiicated rule systems. The development of such a
parser would replicate in parsing practice the shift to modular theories of syntax. Just as
the shift toward modularity simplified linguistic theories, it would shorten and simplify the
descriptions of particular hnguages that are needed for parsers. It would thus make such
descriptions easier to write.

1.3. A roadmap

Section 2 will sketch the logical relationship that binds together natural-langnage pro-
gramis, theories of grumnar, and linguis tics. Section 3 will characterize the l'Uguage descrip-
tions that were used in old-style syntactic theories uid point out their scientific disadvan-
tages. Section 4 will s how that the language descriptions used in current natural-langage

programs have largely the same character and a possess a corresponding set of engineering
disadvantages. Section 5 will describe the theoretical shift in linguistics that cured the
scientific ills of earlier thcories. while section 6 will detail the proposal that the shift should
be replicated in the desigu of natural-language systems. Section 7 will tentatively describe
some possible design characteristics of a principle-based parser, anid Section 8 will discuss
the implementation technique of representing theoretical predicates and constraints implic-
itly in parser operation rather than explicitly in data structures. Section 9 will mention
related earlier work. while section 10 will suggest a rough plan by which a principle-based
parser might be developed.

2. The logical nature of natural-language parsing

The arrangement of words in a sentence matters ,u much as what the words are:1

(1) (i) Fred killed the spider

fii) the spider killed Fred

(2) (i) f-ata accidents deter caretful drivers

(ii) ieter drivers accidents fatal careful

(3) (i) I told Fred a ghost .4tory

(iij I told Fred a ghost story was the last tling I wanted to he ar

k protrami that intcrpr,,t.i ,ewnes muat know the syritactic structure of :t langua,,e in
Th ir :!'r o these examnph., e fro.m Iaddi'ley , I76:3 1)).

2

..- , . . . . . . . . . . . . . . .
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Priuicipe-D;Lseel Parsi jug Parsing

addition to the import (if its wordl.4.- As one of' its voii.tittieits guch a prograw niust have
a pazrser that rcovers the structure of input sentences.

In mnany cases. the parser is a separate component that builds an explicit tree-like
representation of syntactic structure. In other casee no eXplicit syntactic representation
is built, the recovery of structure is intertwined with the process of sewmantic interpreta-
tion amd the parsing component is only implicit. Either way. thongh. the parsing process
analyzes an input sentence according to szome theory of linguistic structure. The parser
implicitly embodies this theory. supplementing grammatical knowledge with a way of using
that knowledge to analyze sentences.

2.1. The definitive account of natural-language syntax

Any parzser is implicitly basedl on at linguistic theory. Since only a theory of syntax
can specify what syntactic structure the parser should assign to at sentence. it is at iyntactic
theory that decfines the computational problem a parser fuist solve. The detfining role of a
syntactic theory makes the choice of syntactic theory importatnt for parsing and natural-
language processing.

Humans. not machines. speak definitive "'natural language." The syntactic theory that
is ultimately correct will hie the one that ztceeds at describing the tacit knowledge of
liguistic structure that untderlies a human speaker's syntactic ailfities. Characterizing this
tacit knowledge lias long, bten a goal of getterative linguistics.

According to lin-uitic theory, such knowledge takes the form of a mentally represented
siystem of nius and principles that generate and relate various kinds of mental represcn-
tations. Making up a muentally representedi grarraar, these rules and principles enter into
various unconecious mental computations that are carried out in the process of producing
:uidl understaniding sentences.

A natural-language program does not have to be based on the same system of rules
20n one possible accouint of the igiiitic deficit involved in Broca's aphasia, the occniiium comprehension

~lificulties of Broca's itphasics illustrate the imrportance ot syntax. Lightfoot '1082:188f) commecnts:

'Rxperirtients' ... fonutd that these patients could untidr~and A sentence like Mh., appit
ihat the h"u is eating is vol. where the relations azzong the major words arc constrAinett by
aur knowledge of the world: apple.4 hut not boyA -ire redl: boyi eat apples. anti not vice
vera. A evrntce like tlij- cn-n be uinderstood without reliance on the function words
and without hiaving~ to analyze the tructnure of thc ienitcrice in arty detailed way.
Oin the other band, a sentence like nhe girt that the 'misj i; chituaq is till is rr~nre di7itcult.
lDoth girls mnt buys wnay lie tal~l. wni not only can girls Chase liuys. but JSO boys can
c,,wuse :;iris. In ordier to mi, lr-tand mutch a -eiitre. uoic nituds to be le to couzoct a
ddvt;dieti ai.4sis. lei'tlfy'iu 1lt' proper role of CitictI (ii w. nh 1like the. thit. id~ is. Thin
1.4 tiel'ondi 11e Capacity of 13r. a~uplm aics. aiid lie y lo not mitlvrst andl Such stwntenees
in the WiLy th.t. tiornials do . . .. In eliort. lmrca's ilasici rope well with semtenturs
where thir kiiuwic'le (.f the world ciui qct, -1i, in 6y. They io vury ba-ily when they
mnust rely on aL syntaictc .il~yttis uf the senteuce iii oruirr to know what it nirans.

!Roerr iciwuil. louotedl it, Win-tou ;Lol Preiuierga;t 1 t8.t: IG6t. -xprvi-ses qttite a rttriary view of the
Iop ranie if thi~x: - iikI ... 'liat re,'iarch in 'VlltLX A~5 lIl 'i.e -it ipPt'l:tCd -t ato

yxirax is int '..u wor wnii on .- If h le wit urii-la,u ,t.ystt-nL4~ d itjik. e.~ sil gt

!yt: t; ix. they cans 1-c x;,.'-ti- to 'havr lie kiutd of COijrl, iiit -ti 1 I .;ght to t vsBrica ii.4LI.-ics
nave (see orevous ntocj.

37
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and principles that is represented in tile mind of a human speaker; only an approxinmation

to that system is required. Indeed, the exact details of the hmmaj ystem ,are not currently

known. Nevertheless, it is the mentally represented grainniar that is the nltimate standard
defining the language a person speaks. When the progrun granimar disagrees with the
human grammar about the relation between sound (or orthography) and meaning, it is the

human grammar that is correct.

If there is too much disparity between natural language and the version of natural

!anguage that a program accepts. the program's linguistic behavior carl be so frustrating as

to make it useless. A program with faulty "knowledge of language" can bmpose inappropriate
interpretations on seemingly clear inputs. If its knowledge describes too few constructions,
it can also place irritating, seemingly arbitrary restrictions on the range of syntactic forms .

it will accept.

2.2. The logical problem of parsing

Given a linguistic theory, how does it constrain the operation of a corresponding parser?
The parser cannot ;imply read off the syntactic structure of a sentence front its surface form, -

since s urface form does not explicitly indicate that structure. Rather. the parser must use its
implicit knowledge of language in an active way to guide the recovery of syntactic structure.

From an abstract point of view, the task of the parser is to find a fidl syntactic represen-
tation that satisfies two conditions: the representation intust be weil-formed according to the
linguistic theory that the parser embodies. and the surface form of the representation must

be consistent with the inptt 3entence. In many cases, it is likely that two possible syntactic .'

representations will be well-formed under the theory and consistent with the sentence:

(4) visiting relatives can be boring

Therefore. two parses will be possible. Sentences like (.4) will hence be syntactically am-
biguous. -

From the most neutral logical point of view. a theory of syntax does not constrain
parser operation beyond this simple input/output relationship. Clearly, then. a theory of
ynt=-x dt.n not completely determine a parser. in addition to knowing the possible syntactic

4tructures of a language. the parser must ossess an effective mnethod of putting syntactic

knowle'dg to ,ise in actual s-entence processing. An LR(k) parser and an implementation 0
of Earley. '.ag,,orihm nay both use th s ae context-fre gramnar ,,d !,ence share the
-;une* lingni.;tic knowl ,lge. Althowgh they will solve the saue parsing problem. they will
operate ,iiif-retitly hi,,u.,e they have differenit n,-,h,,l Of p,,ttin," thir -,1rainnars to ,,s:
in .4-ntltce prorz'-simg. A tlheory of grainutar is a thucry of grant .aical cornpetence. while

the operatnu of a lvtr :iso inchtde C.pectA of -,ratitiat ica perfortnance.

.....trr f ,)S2:2 1.ri:,'. thre, hvels ;t whiich ;uu iu fmration-urocessing syste:n.

,,111t he -mi,.ru oo,1. Ar 4h, ",i of ,'m ,,n i thror.j, it is riecesesar - ! iodentify tht goal
of t " mp'mirio. li iwiler-,ian why it is ;apprnpriate to lie taik it hial . amidi Investigate

t , of te .- rratvey hv whicIi it cntit be 'arrio )ut. At theu .vl if r,'pres.ination""
,tnd m2,.t,,r- the 'lii, reh.,v;uit qi~ tion! is low rite o mul p ltaion is iit mm hemmtvi thirongh the -.7

s$1" Of partic: i" ri-pre-et-ttiions ,uLd dgoritlittis.. At the ,vei of hardw(arc i,lentarntatio..

. . . . . . . . .,]

............... ,..--........



Priuiciple-iLsed Parsing Science

one investigates the physical realization of the representations and algorithms. In Marr's
ternis, the theory of syntax is part of the level of computation;d theory, while a complete
description of the parsing process would include all three.

3. Language descriptions in early grammatical theories

Under early theories of traLsformational grammar, each language was described by a
large system of complicated rules. The rules meticulously spelled out the details of their
operation. Although these rule systems often described the facts about various constructions
rather successfully, they failed to meet other scientific goals of linguistics:

* The reduction of grammatical phenomena to a complex. stipulative rule system did
not have the explaaatory power that reduction to a small set of principles could
have.

a The choice of an unconstrained rule framework made excessively weak claims about
L the properties of human languages in general, since the availability of powerful

descriptive devices in rules led to the ability to describe "languages" with properties
quite unlike those attested in natural languages.

o The anount and complexity of the information required to describe individual
languages made it a mystery how children could learn languages from the evidence

.available to them.

* The lack of substantial results from universal grammar made it a mystery what
constraints a child ndght implicitly use to choose from the myriad possible gram- -.

mars compatible with observed sentences.

As section 4.2 will show. the scientific disadvantages of such rule systems are not merely
of theoretical interest. They carry over directly into problems for the designer of natural-
language systems.

3.1. Complicated rule systems in early grammatical theories

Until recently, the rule systenms involved in transformational theories of grammar were
complicated and highly laaiguage-spcci!ic. Each rule cxplicitly spelled out the let&ails of its
application. For example, the Pa,.sive Transformation of Engli.h might have bectn stated as
foilowi (Fiengo. 1977:36):

X NP Y V NP Z
1 2 3 4 5 6

l1 5 3 he--en 4 e 6 by 2

The nile could apply o an umderlying itrnctarc that roughly rnrrvt'ponds to the i'ollowing
* l nr|ta(e sentece: -

(6) the hippo,,riff loves the merinail deeply

Operating on that structnre as shown in Figtre 1. the rle wotld proditce the following
seTtence with ;u'coyp;u)yiig structurad information:
.:::.-

S.

.. . . . . . . . .. . . . . .
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X NP Y V NP Z

1 2 3 4 5 6
1 5 3 be+en 4 e 6 by 2

(a)

;, [,. The hippogrit" pres Iv love ] [NP the mermaid deeply

(b)

the hippogriff pres love thei mermtaid deeply
X NP Y V NP Z
1 2I , 5

(c)

1' 5 3 be+enj 4 6 by2
Sthe mernaid pI bc+en love e deeply by the hippogriff

(d)

Figure 1: The old-style Pasive transformation (5), here repeated as (a). would transform
the structure as-Asociated with string (6) into the structure a:ssociated with string (7). The -

underlying structure (b) would match the rule condition as hidicated in (c). The correspon-
dence established by matching would then be used to build an output structure as shown
in (d). Various theoretical dctails and the treatment of Tense have been glossed over in this
example.

(7) the mermaid pres be+en loved e deeply by the hippogriff

(The symbol ! refers to the empty con.:tituent.) Other minor rles would apply to give the
passive niarker -en md the tense pres their proper expression, and the pa.sive version of
the sentence would emerge:

(8) the mermaid is loved deeply by the hippogriff

The statement of the Passive rule (5) is quite complicated. The condition of the rule
uses both variabies such as X and categories such as V to describe the surroundiig context: . . -

the action of the rule includes two mnovemenits, the insertion Of an empty catte-ory, and""
the insertion of be. --en. ind ',y. This complexity is still not .notigh. however: .ince this
rifle creat,.4 a !hy-pliras. -'ome other rule will be nee(led for prolocinig pazsiv,'s that do not
conltain ;by-phrasecs:

(9) the wt ipw was det troycel in 10-1

The rtiv.m lefining basic com.4titucut :4tructure were also ,mlicated ;and idiosyncratic:
the cxpltcitly -'I-cifid - Ich dtails i.s constittient orhr anrI type. F'r exanp Ie. .acken-

ileet! 107' ) lprioozel the oilowinig limrae-Atrlctuire nilts to dlescribv 1)ic ('(Ilstit lient order6/

I . " .

................................................ . , .
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within a eentence:

(10) V"= (have - en) (be - inij) (A du. -i- Trans11T) VP (P"')' (3)
V =>V (N"') (Prt"...) G~- Obj, - DetV") (P"...) (H ObJ, ±ComnpJ"

Here parentheses around a constituent indicate optionality, the asterisk inldicates indefinite
repetition. and square brackets indicate feature notation. Jackendoff's V' rule could apply
to generate the verb phrase in this sentence:

(1.1) the judge ['fsent 3 ~.the convict 3 ,'.to prison 3

Jackendloff also, used other notational devices such as anigle brackets and curly braces in the
statement of phrase-structure rules.

3.2. Scientific disadvantages of complicated rule systems

The ride systems found in early grammatical theories had to be comnplicated to operate
properly. A powerful descriptive apparatus was necessary for writing down the restrictions.
Both of these facts led to tunortunate consequences.

3.2.1. Detailed rules seemed descriptively necessary

Early generative grammrarians were trying to carefully and precisely formulate rules
that could describe the properties of various grammatical constructions. In pursuing this
g.oald they were driven to write very detailed rules, for thiere'.scered ao other way to prevent
the rutles fromn applying improperly. For cxamnple, the PL-;sive rile (5) had to introduce the -

copula be wnd the passive morpheme -en so that pa.-sive constituent order couldn't surface
with -active verb forms-

(12) *the mermaid loves deeply by the hippogriff

It had to mention V so that the proper insertion position for be+ en could be specified.
Adjacency to V was also required so that other ungrammatical sentences wouldn't be gen-
crated:

*(13) (i) John lit Dill with a club

(ii) *a club was hit Dill with

Evern with the detailed rule, some uinwanted cases mnight slip through de~pendig onl how the
* other rules worked:

(14) (1) projects like that. liell never get MIE to support

(ii) tine, hiell never get e to support b~y proji'i~s like that

Anid ;n anyv case. u~iot hcr mile wvouild he :ieeded for '.envratin g a.geiv,- less pAsves sutch iw k9).
The, theory would dins fail to captuire ;UiY simiilarity between .. on", a~d "short" pasSliv'5.

* 3.2.2. Complex rule systems are not explanatory

The early graini.itic~d rlieories wi(re, farirly miccessfid at .isingI ;y;fcnu; of rules to cap-

* .tmire the propcrties4 of -various4 constructions, but thlt nule qysrerxmM were, !ighiy Mtipulative.

7
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0
The thieoriesj stated the rult.s, bitt could give tit theoretical reastons why the details of the
rules should be the way they were. For example. the statemtent that a rule is obligatory is:. .

inerely descriptie laig ttnexplaitied the question of why a derivation in which it fails to
apply result,; in uxagraniunat icality.

Science is generally not content to leave complexity unexplained. saying the complexity
is just the way things are.. but always strives to explain it through reduction to simpler
principles. There was thc possibility that the complicated rule systenis were only derivative,
corresponding to the combined effects of more fiundamnental principles rather than being
fundamental in themnselves. If that turned out to be the true situation, the early theories
ruuld still be partly correct. The gcncral proceses that they took to be involvcd in the
derivation .f various constructions could still be involvcd. but with the details of their 41

operation Moowing from general principles rather than the details of rule statements.

3.2.3. Complex rule systems are too unconstrained

The rule systems also drew on a powerful, unconstrained descriptive apparatus. In
attempting to restrict the application of rules to their proper doinains. grammarians used
a wide variety of notational devices in the rule patterns or structural descriptions (SDs) of
rules:

Among the enrichments of the theory of SDs that appear in the literature,
theoretical and applicd. are the following: disjunctions of [SDsI, meaning
that the factors may iatisfy any one of the disjuxicts; widier possibilities
for ;individual elements of rule patterns]; SDs defined in terms of Doolean

codtinLon the set of SDs applying to the sentence]; conditions ex-
pressed in terms Of qu1antifiers; conditions involving granuatical relations
[such as itibject and object]; SDs expressing quite arbitrary conditions on
phirae marukers or even sets of noncontiguous phrase markers of a deriva-
tion: SDs "xpressing conditions not limited to a single derivation; SDs
involving extrnsyntactic or even extragramrmatical factors, e.g., beliefs.

(Chouisky. 1976.310)

if linguiistic theory makes availabie without constraint such a wide variety of mechanisms
for ise in language descriptions, it will make extreniely weak daiims about what constitutes
a possible natural lanatuage. Unle-S the descrip~tive apparatus is futrther Constrained, the
theory (,f univiersal granimar will be scientifically vaunuomms because it will hlini virtually
nothing...

A Wea ck therory. of univer.sal grammnar is tis undlesirale on mencral sceitific grounds.
However, it is fuirther undeeirable because it is incorrect: it niakes thme wvrong prvdictions
;dboixt the range oi ,-nriation in natural aImluargM.XA weak thteory predlicts that tiatiral Ian-
,giages5 can potentiially dliffer Lrbitrarily waich in smircture. but this wide aN11ge Of varation

is noet attestvd.

For ex~umiple. -L; Balt in (1981:1) notes. Wackermuagel's Law zlates thlat a pheniomn-on
VeIiled :dticmzaton adwavs; placves clitmes either ;in ..ecol position il rte c4itence or attachied
to the verb. There are apparmittly no lagaesiu which clitics4 attach to -lt-e latst noun

-,
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phrase in the s.entence. or to the third word ignoring cowstitucant boundaries. Greenberg
(1963) cites other simpie exairples of regularities among languages.

3.2.4. Complex rule systems make a mystery or language learning

A fundamental problem of generative linguistics is to discover the form and content

of the knowledge that tperson acquires when learning a language. The htypothesis that
this knowledge takes the form of a systcem of complicated rules, complete with information
about the order in which they must apply and about whether they are obligatory or optional,

makes it hard to undeTmtand how a children could ever learn their native tongues. Stowell

(1981:64) nlotes this problem in connection with the linguistic theories of the sixties:

The very comuplexity and variety of thre tranisformrational grammars of in-
dividual languages fruistrated attempts to develop e!xplaniatory theories of
language acquisition. Although there were some promising possibilitics of

formal linguistic universals, most of the complexities in zspec.ific granumat-
ical rules appeared to be tremendously idiosyncratic. This was perhaps
most obvious for the transforratioual rules, each of which appeared to

require an arbitrary collection of elementary operations ... and various
mysterious cou~iitinns preventing individual rules from applying in certain
environments. It was obvious, from the perspective of a reasonable the-
ory of acquisition, that these complexities could not be directly learned
oin the basis of experience, since the lcarnig ta.,ik 'would have to depend
on explicit negative evidence of a very obscure kind .... On the other

hand, very few of the observed condlitions could be deduced fromt known
properties of the lainuage faculty, leading Chonisky r( 1965:46)] to remark
that -no present-day theory of language can hope to attain explantatory
adequacy beyond very restrictive domains."

With detailed s ystems of language- part icular rules, there are just too many details in the

description of a language for the language learner ever to acquire it.

3.2.5. An unconstrained framework makes learning impossible

Latiguage acquisition requtires the learner to construct a grammar on the basis of finite
evidence. The grainnmar can apply to an indefinitely large range of s4entences not heard
before. If tire hurgirage le-arner is to be successful. the constructed gramnmar must agree
with the graMlinars of others; in the speech Cornmmity.

The langiiage learner canniot :5ucceeul if armedr only wit It very weak con:;t raints on what
the ztrirctuxre of rlre tairget lawmage Mnight he like. There are jtist too iriahy '.vv to project
heyond~ exp)erienice. III a suiflicienitly powerid descriptive Cramework, for iniztarrce. there
arV ind, !iiitelv :natrv :,,ratmmrs ccmnupat ihi Wvith anIY filite .oInt of ig~UiStitc exYpCrieceC.

Thle lagi rae learner m~uis 1 ise- some pr inciple cof in iverzaal ,mun~iniar to eltoc se aturo rig t hei.

% itholut Zrilcli aj prine ipie. rue learnuer ru ray t clii mse a graim n ar t hat agrees airh those of

othlers.

An nconstained e ranework with a wiNt;k theory of iiniverlai gr rr* ivstre lan-
kn iiron.4tr. r. I
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guage learner alitost no guidance about how to solve the problem of projecting beyond a
finite range of observed evidence. Language learning under such circiulstances is impossible.
More restrictive theories are necessary in order to explain hguage acquisition.

4. Language descriptions in natural-language systems

Modern syntactic theories have found a cure for the scientific ills of section 3.2, and
section 5 will describe it. First. however, this section will establish that the language
descriptions that lderlie existing natural-latguage parsers have many of the same problems
that beset early syntactic theories. Parser design could benefit from the same curative
measures that improved linguistic theory.

The grammars that are embodied in most existing parsers consist of complex, language-
dependent rule systems that explicitly spell out such matters as the orders and types of
constituents in various constructions. The practice of natural-lang age parsing is thus in
roughly the same situation as early linguistic theory: each language is described by a large
set of complicated rules that exhaustively specify the details of their application. In much
the same way that complicated, language-dependent rule systems fall short of the scientific
goals of linguistics, they make it difficult to meet the engineering goal of constructing
natural-language systems:

e Describing grammatical phenomena by means of a complex, stipitlative rule system
instead of reducing them to nunderlying principles leaves unanswered the question
of why the details of the rule system are the way they are. Without principles
that explain why thc details should be one way rather than another, the system

designer is just as likely to get them wrong as right.

a The choice of an unconstrained rule framework makes weak claims about what
natural languages are like. The unrestricted availability of powerful descriptive
devices gives the system designer the unwanted ability to dccribe languages"
with properties quite unlike those attested in natural languages.

When the descriptions of individual languages are large arid complex it is something
of a mystery how a systei desiner can ever succeed at building a parser. Surely
this notoriously difficult task could he easier with a more concise characterization
of the differences anong laguages.

- Large granmmars can also mtake ntturl-ltitiage Systems run .lowly.

* Like the l]iguae learner, the y:teu de..ig:er rnut ;arri'-.-, it a rule system that
projccti tieyud the example tcntvn'vsc that .- iqtcd it ,ict:;..'i. 'rhe failure to .eek
i ..1'idce from ,mive ral granimar !eav's tie' ,v'sigumr withmit con.trainrs to id in

'iooin 'ro tHie myriad pos.Aible lattgitag descriptions that will work prop(.rly
on simple examples.

I0
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4.1. Complicated rule systems in existing na tural- language pro-
grams

Whether it is an atignintcd tranisition network, an augmented context-free grammar,
or a set of pattern-action ruces, the rule eystem that enlcodles the linguistic knowledge of
a current natural-language system is likely to bc large, complicated, and highly language-
dependent. A few examples will illustrate.

4.1.1. Existing parsing rules are complicated

The langunage descriptions that underlie existing natural-language parsers, are made up
of complex rules that generally Apell out the details of their application quite specifically. S --

Like Jackendolf's phrase-structure rules (10), even unadorned context-free rules spell ont
the order, type, and obligatoriness of constituents in various constructions. Most systems,-
however. spell out much inore.

Robinson (1982:42). for instance, cites the verb-phirase rule shown in Figure 2 as typical
of the rules used in a system for interpreting English dialogue. (Not surprisingly given the
complexity of this rule, transcription errors appear to have affected parenthesis matching in
the published version.) ATN-bascd systemns also use detailed tests and actions on grammar ..

arcs; see Figure 3.

Even Marcus (1980). who constrains the information available to parsing rules, uses
some rather complicated tests and rule-packet activations that tell the parser what con--
stituents to expet and where to attach them. Figure 41 Illustrates. M arcus's frarnework

ailso requires the parser designer to notice potential ambiguities in the interpretation of
sitrFace cues, writing diagnostic rules to decide between competing possible parser actions.
A diagnostic rule for a construction might be considered the mast detailed rule of A, since
it requires. the parser designer to considcr not only the construction at ]land, but all other -
constructions that might look similar given the limited information available to the parser
at various points. Marcus's diagnostic rules also tend to require access to a wider range of
information than other grammiar rules. Figure 5 gives examples.

4.1.2. Existing rule systems are large

In addition to being detailed, the description rcia language that underlies a typical pars-
ig system is lengthy. A typical ATN syeteni has several hiundrei acs, for instance, Bates
(1978:238) mntions one with 83 otates, 202 arcs, ;And '086 actions. Robinson (1982:27) ex-
plicitly describes the DIAGRAM augmnited phrase-s!tructure grammnar as "large and comiplex,"
and the sect of verb-phras-e rules in that systemn (:15f)vis to bear olit that dlescription.
The rile" are -shown lucre in Fimplified form:

(15) VP = V (!NPI ([T:P2 / P1))
,IP = V P (3Jp)
VP - 11 CIP) ("THAT") SOEC
VP = V (NP) INlFINlITIVE
VP = 'I (TIP) [PP'W VP / ADJPI

VP = V1 (TIP) (IlUVG) [11P //BE PREDI
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(VP1 VP = V (:Pi (1P2 / P));
CONSTRUCTOR (PROG ((PARTICLE (f DIAMO:D.SPELLING P)))

(COND
[(a NPI)

(OR (0 DIROBJ V)
(F.REJECT (QUOTE F.DIROBJ)))

(COND
((6 NP2)
(OR (0 IDIROBJ V)"

(F.REJECT (QUOTE F.INDIROBJ))))
((I P)
(OR (FMEMB PARTICLE (a PARTICLE V))

(F.REJECT (QUOTE F.PARTICLE)))
(AID (4 PRO NP1)

(QFACTOi (QUOTE F.PARTICLE) - .
LIKELY))

(CONiD
((]!!COMP 11PO)

(OR (0 IP NCOMP :IPL)
(FACTOR (QUOTE F.PARTICLE)

UIILIKELY)
(AND (a ::COMP 'P 11COMP PI) -

(FACTOR (-QUOTE F.PARTICLE) .
Un1LIKELY))))

(T (OSET BAREV T)
(OFROM V DIRECTION DIROBJ))))

TRANSLATOR (PROGN [COND
((H HP)
(4SET ROLE (QUOTE D[ROBJ) INP2)
(tSET ROLE (QUOTE INDIROBJ) NPI) -
(USET SE.IAIITICS (COMBINE

(i SE:MANTICS V)0: SEMANITICS HIP2) "-i,

(4 SE1AHTICS NPI)))
(T (A:ND (,§ NPI)

(OR (9 I;DIROBJ V)
(ISET ROLE (QUOTE DIROJ) 11P))

(OSET SE.A:NTICS (COMBINE
(4 SE ANTICS V)
(Q SEMANTICS NP1))))

Figure 2: This ver)-pIhrase rule from the DIAGRAM system of Robinson (1982) is complex

and detailed.
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(VP/v
(CAT V (AID (GETF PASTPART)

(EQUAL (GETR 7) (QUOTE BEM)
(HOLD (QUOTE N1P) (GETR SUBJ))
(SETRQ SUBJ (11P (PRO SOMEONIE)))
(SETR AGFLAG T)
(SET& V *)
(TO VP/V))

(CAT V (AND (GETF PASTPART)
(EQUAL (GETR V) (QUOTE KATE)))

(ADDR TJS (QUOTE PERFECT))
(SETR V *)
(TO VP/V))

(CAT V (AiD (GETF UNTENSED)
(GETR MODAL)
(1XULLR V)) I.

(SETR V *)
(TO VP/V))

(CAT V (AND (GETF PRESPART)
(EQUAL (GETR V) (QUOTE BE))

(ADDR T S (QUOTE PROGRESSIVE))
(SETR V *)
(TO VP/V))

(JUMP VP/HEAD T
(CONiD ((OR (GETR MODAL) (GETR tiE))

(SETR AUX (BUILDQ ((I (AUX) *
MODAL LIEG))))))

Figure 3: This simplified ATN state forms part of the verb-phrase network in a grammar

described by Bates (1978:208). Like the rule in Figure 2. it is complex and detailed.

VP =V (NP) [WHPP / IHNP /WHADJPJ [SDEC IINFINITIVE)
VP = VP (",") [PP I INFINITIVE / ADVP]

Marcus's (1080) parser is somewhat smaller; one version has 101 rules, and many of these -

rulte pertain to numbers, dates, and other idiosyncratic elements of his parsing application.

In part. the sialler size of Marcus's parser derives from the fact that it is more closely related

to trn sformational accounts of grammar than to accounts that use phrase-structure rules
to describe surface couigurations directly. (See Marcus, Chapter 5.)

4.1.3. Existing rule systems are language-dependent

The highly langtuage-dependvit character of the above-cited systems ihould be clear

from the sample rles given. Suirely the deraile of what to expect at various points in a parse ..

wolild c.iange whenl going from English to a verb-tinal language, a postpositional langu1age,
or a language with n1o ambiguity between prepisirional pli'w~es and infinitives..

Naturally! any rule Ayetem that expresses knowledge of a particular language must
,'h~tnge front Iaimggl to language. The uttfortonate characteristic oft xisting rule systems

is not that they differ from 1guwtage to laigutage. buit that they differ more thau the
la,,1umage .tructures ,lo. Exisring parsers dio ,,,t set,, to be utod,larized ;n .;uch a way
that ohlToging a single limgi age characteri.stic carr,.:pouds to changino a ingle part of the 0
luigitage description. izice stidl ,lmages in urherlying paruieters c:n have large effects

13
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fRULE main-verb PRIORITY: 16. IN PARSE-VP
-verb]--)

Deactivate parse-vp.
If c is major then activate s-final else
if c is sec then active emb-a-final.
Attach a new vp node to c as vp.
Attach 1st to c as verb.
Activate cpool.
If there is a verb of c and it is passive

then activate passive; run passive next.
If it is inf-obj then

if it is to-less-inf-obj then activate to-less-inf-comp andthen
if it is to-be-less-inf-obj then activate to-be-less-inf-comp andthen
if it is 2-obj-inf-obj then activate 2-obj-inf-comp

else activate inf-comp;
if it is subj-leas-inf-obj then activate subj-less-inf-comp
else if it is no-subj then activate no-subj.

If it is that-obj then activate that-comp. --
If there is a .H-comp and it is not utilized

then activate IH-vp else
if the current S is major then activate se-vp ele
activate embedded-a-vp.}

ULE H-WITH-IP-PP-NEXT PRIORITY: 7 IN VH-VP

=np] [=prep] -- >
If the greatest possible number of objects of c is greater than I

and a prepositional phrase of 2nd and the IH-comp -
fita a pp slot of c

the greatest possible number of objects of c is equal to 1
* and a prepositional phrase of 2nd and the .E-comp

fits a pp slot of the current a
then run objects next else

If the greatest possible number of objects of c is greater than t rI-.tthen run wh-with-ni-ntext next else

Run too-many-np next."

RULE IH-WITH-PP-IIEXT PRIORITY: 5 IN MN-VP
I=prep] [=np] >.f atnrepositional phrase of 1st and 2nd fits a pp slot of c

hen run pp next else

If it isn't true that
a prepositional phrase of ist and the 'I-comp

fits a pp slot of c
then if the greatest possible number of objects of c

is greater than 0 then run create-'h-trace next
else run too-many-nps next

else
If the lowest possible numberoftobjects of c is greater than 0

then run create-'h-trace next else
run wh-pp-build next.}

Figure 4I: These rles from Marcus (1980) ilhtstrat,! that the nile-packet ztructure of the
parser can be somnewhat intricate and the ruie actions can be compiiated.

14
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fRULE HAVE-DIAG PRIORITY: 5 IN SS-START
-have, tnsles (znp] Wt -

If 2nd is na. n3p or 3rd is not verb. or 3rd is tnsleas
then run imperative next else
run yes-no-q next.)

l{RULE 'MHICH-DIAGI IN CPOOLt.'which; * is not any of quaint. reipron]--
If the np above c is np. modible then
label tas pronoun, reipron. wh
else label lst quant. ngstart, ins. npi. A.)

tRULE THAT-DIAG-I IN CPOOL
Mthat: 0 is none of conp dot, pronoun] ("inpi -->
If there is not a dot of 2nd

and there is not a qp of 2nd
and the nbar of 2nd is none of inpi. massa

and 2nd is not not-modifiable
then attach 1st to 2nd as dot; label 1st dot. ns
else if c is a nbar then label 1st pronoun. reipron
else label 1st coup.)

fRULE THAT-DIAG-3 PRIORITY: 5 INI CPOOL
sthat; * is none of pronoun, coup] (anp]

[*Oc; the verb of the vp of the current s is that-obi:
the lowest possible number of objects of the current a
is equal to 21 -

Label It Comp.)

Figure 5: In the f'ramecwork of Marcus (1980). (diagnostic rules such ad thete decide be-

AL tween different possible parsing actiols; when the normal gyarnfiar rules arc not sufficient
to determiuce what to do next.

on the surface distribution of constituents, it is not surprising that parsing rules ;hould be

highly language-dcpendeiit when they spell out the details of their surface application.

Subject-verb agreement provides one examnplc. Suppose an ATN parser checks agree-
incut by storing grammatical features of the subject in a register and later comparing them

to features of thle verb. If the parser is to be adapted to parse a verb-initial lainage, in
addition to rearrniging arcs it will be necessary to -kwap the register store and register corn-
p;Lris.on operations. To take muiother example, the mnechanismn that Marcus (1080) uses to
couitrilct noun phrases relies heavily on the facet that Ezaglielh noun phrases are determiner-
initial and hence determiners will be enconutered first in a kvft-to-right scan. Adapting the
Xlarciis parser to a dktermnir-final lainage could1( require enbstantial revision.

4.2. Engineering disadvantages of complicated rule systems

Manyv of the sientific disadvantaves4 that alicted complex. Nngnage-apecific rule .,ys- '*

tecis ini linguiistivq translate into enrinecring disadvantages Htat difuct sirnilar rule systems-
ini the ream of naturad-lattgnage processing. They hielp make parser design a difficult task.

15
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4.2.1. Detailed rules might seem descriptively necessary

Detailed rules may seem necessary to the designer of a natural-language system just as .-..---

they seemed necessary to early grammarians. After all, somrnthing iust accotut for surface
complexity. hI a parser built on context-free rules, for example, it is necessary to have a
complicated rule system. Context-free rules directly spell out the surface orders and types •
of constituents in various constructions, so they must reflect surface complexity in rather
direct fashion.

There is an alternative, however. Modern linguistic theory accounts for surface com-
plexity by invoking the combined operation of several independent systems of principles.
If parsing were based around such principles rather than explicit rules, there might be no
need for detailed rules in describing the "core grammar" of a language.

4.2.2. Complex rule systems are not explanatory

A linguistic theory that describes grammatical phenomena by means of a complex,
stipulative rule system instead of reducing them to tmderlying principles is at a scientific -

disadvantage because it does not explain why the details are the way they are. This disad-
vantage applies in the engineering domain as well. Without principles to explain why the
details of rules should be one way rather than another, the designer can easily get them
wrong.

4.2.3. Complex rule systems are too unconstrained -- --

It is a theoretical advantage for a theory to place strong limits on the allowable set of
rules of grammar, since a theory that places weak limits says very little about the nature
of langmage. Once again, this theoretical advantage translates into a practical one. It
would be easy to construct a language description for use in a parser if the grammatical
framework provided so many constraints that the parser designer was left with no choice
but to write the correct grammar! Correspondingly, it is very difficult to write a grammar
when the grammatical framework Ls completely nconstrained, giving no clues at all about
the properties of the correct grammar.

A somewhat frivolous exanple may help to illustrate the point. In an unconstrained
parsing system. the grantmar writer is given complete freedon to write the grammar accord- 0
ing to prnonal choices. There is nothing to stop the parser designer fromh writing rules that
are sensitive, say, to whether the number of words processed so far in the input sentence Is
prime.

Such freedom is an advantage to a prograinmer who inteuds to write a prinic-uniber
generator. but it is a hindrance to the de:signer of a naturid-hulgiuage systen. Rides about
prime numbers are not ,celed for piLr~ing wuy :uatural language, so the major freedom

gr;ujted is, the freedom to rmake mistakes. "

In it sq'ns. the -i'arch for it restrictive tpnrmcr-writinrg franiework is thtm Anxilar in Apirit 14,o 'ctfort within
eonpittcr -c ience to dsi ti con cpliter uigtniaczes that do n4,t tlow cer tai 0 kinlds of rroult olis prograzin to be
exprrscc d. In both cas-cs. there s at trilapt to it -ihe framework rit *r ,x:wtiy "o h;c nng.r of problens
.o he ."oived. iinst as irane-uiniber rile; are tor nectdd for drscribinn n4vur;d-long,,.ge syntax, proogrtnis
that apply operations to inapjpropriate data types .xe not needed for ni-cui I)rog!ir;ogriailiniL applications.
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In reality there is little danger that the par-;er designer will accidentally write into the
grammar a dependence on prime numbers, but there is a danger that the decsigner will write
in conditions that are unnatural in other ways. The more constraints a theory can offer,
the more guidance it offers the grammar writer: the more constraints the better, so long as
the constraints do not rule out the correct grammar for the language at hand. A tightly
constraining theory of grammar makes the grammar writer's task easier.

A restrictive theory of universal grammar can also expand the available range of parser
implementation options. The more specific the restrictions on grammars, the greater the
probability that special propertieq of grammars may allow them to be effic iently processed
or perspicuously implemented. To take an example outsidle the domain of natural language,
finite-state automata can be simulated more simply if they are known to be deterministic
than if they may be nondlctermnistic.

4.2.4. Complex rule systems make describing particular languages difficult

A lingutistic theory that hypothesizes large systems of language-specific rules as the-
basqis for the native speaker's knowledge of language is at a scientific disadvantage because
it cannot account for the ease with which children acquire their languages. The description
of it language takes too many details.

This disadvantage also operates in the engineering domain. The difficulty of writing
a language description for a parser can be expected to grow as the description gets larger.

OIL The parser designer cannot easily understand an ATN system with hundreds of states and
thousands of arcs. Just its concise cliaracterizations5 Of the sy ntactic parameters along which

6 languages differ make it possible to approach the goal of explaining language acquisition,
they can make it easier for the parser dlesigner to specify the differences among French,

6 Italian, and Warlpiri.

4.2.5. Complex rule systems can slow down parsers

The size of the uderlying rule system flgtircs in the rtuining time of many parsing
algorithims. Earley'.s (1970) al-gorithm for parsing context-free g1ramniars, for example, can

qluadruple its running time when grammar size is (loubled. 5

4.3.6. An unconstrained framework makes system extension dlifficult

Explaining hlow a laniguiage can be acqired on the LI-sis of finite lingiiistic experience is
a major theoretical goal of linguistics. The language learnier cannot succeed given only weak
cnnstraiint.4 oi what the structitre of the target laniguage eould be like. [in an uinconstrained
framework, ani indefinitely large number of granmmars will be compatible with anmy Ifinite
-unnt of' linguistic .'xpierivee. Few of thesAe grainitiarz! will yield appropriate resuiltzi when

applied to ,viieuces not heard before.

5Thii4sri- u,-ii~inst F,Ior'A (1083) claimi that modiflar systern of grainniar leadt to 1(,!s eicient paers.
Fodlor clinks, that a par~w: bia,l on a niolitkr ?icory will be at a~ d,Ii Cva'utagre uveai.4c it muost acce-os nd

ie! jariiinatiofl from miore than one mo',rcu. Ol thle Ogle 11LLl I ie p(54eibi lit y if i ile parMleistn
Can vitiate -liat oibjectiu. wxih oil tle othmer hand tlie ronliii am rial cifee ts in wulved jin a ,mmnglodilar
_4ysteri t-an inucrvasc its om,' i-oioUlI to riake it run moore slowly ratrher than faster.
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The designer of a natural-language system faces a problem that in a few respects
is similar to that of the language learner. Any language description that the designer
constructs will project in some way beyond the exanple sentences that shaped its design.
In an unconstrained framework, the designer cai choose from a multitude of systems that
will work properly on the examples that have been considered at a given point. Only a
few, however, will also apply properly to complex examples. An unconstrained framework
gives the designer no help at making a felicitous choice. It treats more or less equally the
different possible ways of projecting beyond the examples considered so far.

The ultimate possibility of explaining language acquisition shows how far a restrictive
theory of universal grammar could in principle go toward making the task of language de-
scription easier. With language acquisition well-understood, a mechanical algorithm might
be implemented that could acquire the syntax of a natural language through exposure to
its sentences. The task of writing a syntactic description of the target language would then
be trivialized.

5. The shift to modular theories of grammar

Sections 3.2 and .1.2 have shown that language descriptions made up of large systems of
detailed rules have both scientific and engineering disadvantages. Modern linguistic theory
has cured those scientific ills by shifting from the study of complex rule .ystems to the study

of modular subsystems of grammatical principles and parametcrs.

Rules still exist, but the rule systems are increasingly regarded as simple and impover-
ished. No longer does each rule meticulously spell out the details of its application; rather,
the conditions of proper rule application are determined by general principles that constrain
linguistic representations. Miuiy of the principles are universal and hence are not stated in
the descriptions of particular languages.

The new mnodular theories of grammar solve many of the problems that were associated
L with earlier theories:

e They provide better explanations of many grammatical phenomena by reducing
them to a siuall set of principles rather than a complicated, stipulative rule system.

They alow universal grammar to place strong constraints on the possible range of
-core ayntactic rult-" since they do not require the det;uLs of rtle.application to
he staxttlt in tile riiv.4. thems elves. """:

They reduce the ry-.tery of lan-ae ;tcquisition by oudensing the ba;sic qyntatic

,l:cription )f ;u individhi.1 lamgu;ige down to a svt of v;dmies for ;L small list of
paruneters. Grammars are 11o longer li-ge ;4l1d Colmplicated.

* The strong constraint- that they place on Porssible grammnar. implify the language
learner's probihci of choosingu from the po.sible graitlou rS comopattibhil with observed
sentences. The -umnrber of pos1sibie ,rainutirs is Io longer ast ronornical.

- .* -- -. . . . - ,.. , 
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5.1. The scientific benefits of modular theories

The .urface behavior of a system that is composed of interacting components usually
presents a bewildering array of complexity. When such complexity shows up in the theory
of a system as well, it is often a symptom that theory has not yet penetrated to the true
underlying principles that govern system operation. A theory that needs epicycles upon
epicycles may be describing derivative effects rather than fundamental laws.

Recent linguistic theories attempt to understand the apparently complex properties
of various constructions as arising from interaction among different principles and gram-
matical subsystems. When such modular theories are possible, they can be expected to
have scientific advantages. Through the process of untangling separate effects they arc able
to reduce to simpler principles many of the complicated stipulations that would otherwise
seem necessary.

5.1.1. Modularity yields brevity and simplicity

According to a modular theory of grammar, surface linguistic phenomena result from
the interaction of independent snbsystems of grammatical rules and principles; the compo-
nents of different subsystems typically have different functions and properties. According
to a non-niodular theory, surface linguistic phenomena result from the operation of a single,
unitary rule system; grammatical rules arc of the same type throughout.

When the phenomena at hand admit a modular description, a modular theory will be
simpler tham a non-modular theory. If it is possible to describe tile phenomena in terms of
separate rubsystems acting independently, then a modular thecry can simply describe the
separate subsystems. A non-modular theory, however, muust describe the combined surface
effects because it refuses to untangle the separate underlying factors.

It is easy to find exunples of how the choice of a non-modular theory over a modular
one can cause grammar expansion. For example, the grmanmiar gets larger when phenomena
stch as subject/verb agreement and apparent movement of displaced constituents are han-
dled in the same rule system that defines the basic constituent structure of the language.
Consider a non-modular runmnar that handles subject/verb agreement by multiplying the
number of rulcs and nonterminals in the grammar. using such rules as S => NP.,q VPq and
S ==> NPPi VPPL. Such a grammar will be larger th,-n a modular gramnniar that treats sub-
ject/verb agreement by superimposing agreement rules on a simpler grammar that ignores .

agreement.

5.1.2. Modularity yields tighter constraint

Since a modular theory .,eparates sub.syatems that have different properties. a mnodlilar
theory can ;150o iak4e stronger dainis than a mon-imodular one. Suppose a moditdar theory
postulates mob.4ystenms of rules of types A and D. while a nion-mmo'llar theory une. unly a
siingle nul, type C. Reies of tyle A and type B iiust have So01Cowhitt diflrent properties, or
there is no reatson to place themi in dilfereIt s11bsysteuaus. It is tnavoitlable. then. that tle
statemnwts that m;ul he acIdc about rules of type C motst be weaktr duut the statements
that ran lit- made about rules of types A wod B. Certain gexralitations are necessarily lost
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in going to rnles of type C, since two mechanisms with different properties have been made
to look alike: the properties that distinguish rules of type A fron type B cannot be true of
all rules of type C. As usual, increased generality yields weakened constraint.

Early transformational grammars, for instance, used the single mechanism of transfor-
ruations to describe both the reference of pronouns and the displaced position of wh-words
in questions. More recent theories assign the treatments of these phenomena to separate
grammatical components. A transformation handles wh-movement, but interpretive rules
handle pronominal reference. Chonsky (1976) notes that once transformations and inter-
pretive rules are separated. they can be seen to have different properties and obey different
sets of constraints. It is potsible to tighten the range of possible transformations as well as
the range of possible interpretive rules.

5.2. Factoring constraints out of grammatical rules

Factoring generl constraints out of syntactic rules simplifies grammatical theory be-
cause constraints do not have to be repeatedly stated in the conditions of rules to which .

they apply. The simplification of individual rtles also reduces the number of rules needed
because maiy rules that were distinct in earlier theories turn out to be the same when
chttering details are removed.

5.2.1. Transformations have been reduced to simple forms

Generative grammarians have long sought to discover'the restrictive set of conditions
on pos.sible rules of grammar that allows the latguage learner to converge on the -correct
grammar based on limited evidence. The shift from rules to principles has its historical
roots in the quest to reduce the possible variety of transformations.

Chomsky (1976) proposed to impose on the structural descriptions of transformations

a condition that would restrict the iise of categorial symbols such as NP. An SD would not
be allowed to mention two successive categorial symbols unless one or the other represented
a constituent changed by the rule. In particular. the following detailed SD for Passive would
le ruled out:

(16) X NP Anx V NP by A X

(Here A is a dummy marker.)

Under Chomeky's proposed restriction and some additional a.sumptions, the SDs for
rte main operations involved in the derivation of pasive sentences would have a simpler
;ornt instead:

(17) X NP X NP X

'7tis line of argument eventually led to a very general formulation of the movement rule -

involved:

(1S) Move NP

The :novemUent involved in PAssive wasq thus :eex Is0one oniUlifeiAiation of a rule that .says

"iove ,any N) anywhere" rather th;m the result of a rifle with t letailed context of appli-

cation.

...,...... ...............,.........,.....,...,... ,........... ....... ............ ,....
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When traditional transformational rules were simplified in so drastic a fashion, many

that had previously been considered distinct collapsed into one. For exanple, the traditional

rule of Rai.ing to Subject cawne out as just inother manifestation of Move NP:

(19) (i) [ e seems the bear to be hungry

(ii) the bear scens e to be hungry

Another whole collection of gr,-unmatical processes came out as instances of another simple
rule called Move-twh.

In the new theories, traditionally distinct grammatical processes were thus regarded as

formally identical. They no longer corresponded to the operation of separate rules:

The notions "passive," "Telativization," can be reconstructed as processes
of a more gencrd nature, with a functional role in grammar, but they are

not "rules of grammar." (Chomsky, 1981:7)

It was clear that the complexity of the transformational component would be reduced if

transformations had the simple and general character illustrated in (18) rather than the

detailed, one-rule-per-process character of the old rules such as (5).

5.2.2. Constraints rule out misapplication

As Chomsky rvaiied, however, rules such as Move NP overgenerate massively unless
restricted in omie way. Consider this "derivation," for instance:

(20) (i) John saw Bill

(ii) Bill saw e

Why can't Move NP turn (20i) into (2Oii)? If it were to turn out that some ad hoe condition

would be required in order to prevent such derivations, there would be no advantage to

• simplifying" rules down to minimal form. Complexity would simply be shifted from one
part of the grammar to another.

No ad hoe conditions are required. however. Most of the "bad" movements r ae ruled out

by condition* that have independent justification. For example, the above movement is ruled

out indlependently by several different gemierid conditions in modern linguistic theory. One of

ie implvt is the principle of recoverahility of dcletion.8 which among other consequences

forbids a rule from mtoving, a comitituent into a position that ,aready has another constituent

in it. In the above cae. recoverabilitv of deletion forbids moving Bill on top of John.

Other mnisapplications of Move NP are ruled out by other independently motivated

prin'iplhes of ,ramnuar. Nodern theories fawtor out general con.itrnunt. minmtain simple

formulations (f tramformational rules. ,nd thus achieve two iiptiicatious. A grammar is

:simrplifird whIey) a1 gemierad conidition is stated once rather tliuu miany times,, in imiany rules.
and it is .40htik when 'he removal of dci ailed sp.cifications from rules causes previously
disti,,rt rule. to fIll tog ether.

"The ecuver.kiiiity pirise tvelf Wa oice 'tati- 4: illdiviilal rius radwr ,han factored out as a meparate . ..

•icnstraint. S,' L.aswuk (107M:.).
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5.2.3. GB-theory uses modular subsystems of principles

Modern transformational theory goes by the name of government-binding theory, or
GB-theory, because the technical notions of government and binding play a central role. "_7-

Current GB-theory7 postulates four granunatically significant levels of description. The
level of D.structure expresses the assignment of 0-roles such as Agent-of-Action to appro-
priate constituents. A D-structure position may not exist unless "licensed" in one of a few
ways. D-structure configurations are also constrained by X-bar theory, which is concerned
with the structural relationships between the "head' of a phrase and it., various satellites.

D-strcture is converted to S-structure through the operation of rules of the form
Move a, where a is a constituent. (Move NP is one subcase.) Movement leaves behind an
empty trace associated with the moved constituent. S-structure is essentially an enriched
version of ordinary -.urface structure. S-structure representations are mapped indepen-
dently to representations in the LF (logical form s ) and PF (phonetic form) components.
As currently conceived, the level of LF functions largely to indicate the scope of quantifiers
and similar elements. Various conditions restrict the relationship between a quantifier and
its bound variables at LF. The Empty Category Principle also places requirements on the
distribution of empty categories at LF.

The O-criterion applies at all linguistic levels and requires (roughly) that each noun
phrase be associated with one and only one 0-role. Since the chain formed by a moved
constituent and its traces is assigned 0-role as a unit, the 0-criterion acts as one constraint -

on movement. The Projection Principle requires representations at various levels to be
fundamentally just projections of lexical items, in the sense that the properties of lexical

* items (such as whether or not a verb is transitive) must be represented at each linguistic
level.

Chomsky (1981) briefly describes several subsystems of principles in an introductory
passage:

The subsystems of principles include [bounding theory, goverment theory,
0-theory, binding theory., Case theory, and control theory]. Donding the-
ory poses locality conditions on certain processes and related items. The

central notion of government theory is the relation between the head of a
construction and categories dependent on it. 0-theory is concerned with
the assignment of thematic roles such as agent-of-action. etc. (henceforth:
0-roles). Binding theory is conc:erned with relations of anaphors [referen-
tially dependent elements euch is "each other- wud NP-trac:l, pronouns,
names, and variables to possible antecedent.. Cise theory deals with

a.signient of abstract Va-;e and its morphological realization. Control

'This greatly condiensed su'rnary is bacd on (hoimsky (1981) uid on Chonniky's Fall 1983 class lectures.

i1.o0ical forn is ;Awed ;L4 a technical term within GB-thcory. In this context. ti2e ordinary meaning of
the cri, is ouly sigge. tive utld cran it- ilscaciini. Rlcrccttartios at the LF Xc;el do not carry .Jl of
'ie ijfionarion that is rvlevmiit to i.ogical f,.i :) other 'senses. For e'xample. he LF representation of a

,lsetcUCe accordiug to (I-,heory is not directly rclev.ant to dcteriinitt the !otiical vaiidity of inlf'rences
rhatir aiht te drawn from "le -cntence: iziilarlv. the ocerirrince ,fa .a qittific,l variahle ;it the UF levcl

0 c;rries no ontologicai coniiiitrti.ent. despir e the tAnollns tiictn that to be is .4o 'e the Vdlei of a bound
variable. See Chon.ky (1081:17).
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theory dletermlines the pontenitial for reference of the abstract pronomninal
element PRO !which is the subject of the infinitive in a sentence such as .-

"I like to watch TV"]. (:5f)

'Bi'inding and Case theory can he developed within the franiework of gay-
ernient theory, and ... Case and 0-theory are closely interconnected.
Certain notions, sutch as c-comrmand, sem to be central to several of
these theories. Furthermore, Ithec subsystems] interact: e.g., bounding
theory holds of the rulc Move-a (ie., of autecedent-trace relations) but
niot of other antecedent-anaphor relations of binding and control theory.
Each of 'the subsystemsi is based on principles with certain possibilities
of parametric variationm. Through the interaction of these systems, many
properties of particular languages can lbe accouuted for .... Ideally, we
hope to find that complexes of properties differentiating otherwisc 6imi-
liii languages are redlucible to a single parameter, fixed in one or another
way .... (:6) ..-

Obviously, this is not a complete introduction to GD-theory. but it should suggest the nature
of the constraining principles that are involved in GB-theory and its variants.

5.2.4- A detailed Passive rule is no longer necessary

As an examiple, consider the dletailed Passive rule (5). In modern terms, the old rule is
not a separate rule of grammar, but merely one subease of Mlove INT. The details mentioned L

in the old rule result from the iteraction of various principles.

Passivization cui~t app~ly with active verbs because an active verb assigns a 0-role to
its subject. The 0-criterion forbids a position that receives a U-role from being empty at
D-structure, so recoverability of deletion will prevent the object fromn moving into subject
position.L

Passivization must leave an empty trace behind because all movement rules do. It isn't
necess~ary to stipulate that fact as a property of '.Move NP. (If there were no trace, a moved
NP wo)uld lose its 0-role and violate the 0-criterion.)

Passivization is obligatory with passive verbs because of at principle of Case Theory
that requires a noun Phrase to have somec case such as nominative or objective a.ssigned to
it. According to modern theory, passive participles (10 riot assign case. The noun phrase in-
object poeition muist tilove to a cas-e-aseigning position.

Variiouis other details also follow. The copula be is required with pa.A.ive verb phrases
b.ecau:se they are thou-ght to have the categorial itatus niot of an ordinary verb phrase. but
of a neuntraized cate-gory intermediate bet ween verb phrase and adjective. Subjacency, the

major priuciple of bounding rtheory, rufles out some other huproper movements.

.5.3. Factoring constraints out of grammnars

The -hift from detailed rubcs to -ys;t(-ns of' principles Ira:, ailo 3trengthenfed the theory
of iiniversal ,,ranzuar. In addition to factoring constraints out of~ in' livilual rixles.-ynractic
theorifes can factor *;o!fle von:3trajtits out of -raiinars entirely. MaLny -owist raimit s are thought
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to hold for All naturad languages and henice do not need to be stated in the descriptions of
individual languages such As English and French.

When the properties of universal grammar htave beeni factored Out, the specification
of the "core syntactic structure" of a language amounts to no more titan a selection of
particular values for parameters from a small list:

Universal grammar will provide a finite set of parameters, each with a
finite number of values, apart front the trivial matter of the morpheme or
word list, which must surely be icarned by direct exposure for the most

part. (Chomsky, 1981:11)

These parameter settings interact with various principles to yield the language-particular ef-
fects that were attributed in earlier theories to the operation of dletailed language-particular
rules:

Languages may select front among the devices of universal grammar, set-
ting the paramecters in one or Another way, to provide for such general

processes as those that were considered to be specific rules in earlier work.
At the same time. phenomena that appear to be related may prove to
Arise front the interaction of several components, some shared, accounting
for the similarity. The full range of properties of some construction may
often result from interaction of several components, its apparent complex-
ity reducible to simple principles of separate subsystems. This modular
character of grammar will be repeatedly illustrated .... (:1)

In effect, recent theories can derive from deceper principles many syntactic facts that were
merely written down (in the form of rules) in previous theories.

In linguistics, a theory of universal grammar that allows for only limited, parametric
variation in basic structure from one language to Another has three major advantages over-
one that allows a wide variety of complex. language-specific rule systems. It is preferred
because of three major Advantages. First, it makes stronger claims about the nature of
natural languiages3, hence is preferred (if trute) on general scientific grounds. Second, it
limits the amiount of information that is needed to characterize the structure of a language,

* hlence can hielp make it possible to explain how a langtuage can be acquinredI by children on
* the basis of limited evidence. Thirdi. in c.-ses where it can derive dletails of "rules" from

g-encral principles, it provides a better explanation for those details than a theory that
simply writes them down.

5.4. Correcting the deficiencies of complex rule systems

§;-. wid 5.3 suggest that by initaughing the effects of separate uilerlyimg suibsystems
*of graininar. rtiodern theorie-s of ,raninwr have comne closer to uncovering the principles

that, form the trite ha.sis (,, 4yntactic knowledge. Tlie necw theories post ilate simiple. re-
:trictvd rules- insreal of comuplicatedl one., drawn front aI Alnrv-strict(-,l fr;unework. They

* view syvntartic variation from lawwtwv., to languiage its cimaracterized 1)y ;% iaiI icnumber of
parainet.'rs rather than a large1 bodly of dletailed1 ruiles. Mhime poz&,itle. they have factored
out gTeneral condlitions both iiromn ruiles aul fro~m langiage descriptions.
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The development of modular theories has cured many of the scientific ills of earlier
theories of grammar. Fundamental principles support bettr explanations than stipulative
rulds. Separating different grammatical components from one aniother allows stronger con-
straints and more sweeping simplifications within each component. The theory of limited
paramaetric variation condenses language descriptions to a small size and makes language

acquisition seem possible.

6. Replicating the shift to modular syntax

Ol-style grammatical theories and current natural-language parsers both use compli-
cated rule systems to describe the syntactic structures of languages. Such rule systems
have been superseded in grammatical theory because of scientific shortcomings, and for
corresponding reasons they cause difficlties in parser design as well.

The cure for these engineering maladies should be the same in parser design as it was
in linguistic theory. The shift to modular theories of syntax should be replicated in parsing

practice. Such a shift would make it easier to design natural-language systems because it
will shorten and simplify the necessary underlying descriptions of particular languages.

6.1. Rules and principles in parsing

A successful branch of linguistic theory has largely abandoned complicated. language-
specific rule systems in favor of sinpler subsystems of principles that can account for many
of the same facts. Given the engineering disadvantages of old-style rule systems why hasn't
parser design already followed suit? The answer lies partly in the fact that there are no well-
understood ways of using the new modular linguistic theories concretely in the processing

of sentences.

It is fairly clear how to embed a context-free grammar in a parser; man) parsing
methods for such grammars have been developed. More generally! it is often easy to imagine
many ways to base a parser on a .4ystem of rules that is explicit about such matters as the
surface order and composition of the constituents of various constructions. In many cases
the rules can be put to use in relatively direct fashion for the recovery of syntactic structure.

F or example. ;m SLR(O) parser (Aho and Ullnman, 1977) can be said to use context-frce .

grammar rules rather directly because it operates by .imply tracing through the grammar
rules, placing dots in the rides to indicate its position. Since a context-free grammar
explicitly spells out the order ;uod type of constituents in various constructions, it is a
simple ratter to keep track of what is expected next:

@ If the item .A ! D.aC is ctirrently one of the po.sible t'.criptions of progress so
far thjrouigh time input. :lmis ruTanIS that at phrase of typv .1 i.; expected atnd its tirst
constituent. a pliravse of type I). has already been proccs.il. An a cam be expected
next: if the next input ymbol that is read is indeed wui a. the item is advuiiced to
read A =:- 1a.C.

* When an item with a dot at Ifth cnd becores current, it rmeans that th,, end of ;n

expect:d coustituent has been rm'acied: 'f A Dac. is a carrmLt item. then iuly
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item of the form P t Q.AR that was curret before the A-phrase was sought
should now be advanced to read P ==> QA.R.

a When an item with a dot before it phrase symbol such as A becomes current, it
means that a phrase of the indicated type is expected next. The rules expanding
that phrase type are consulted to start the parser off on its path through the
expected phrase; when P = Q.AJ? was first current, the expected A-phrase
would have been sought through activation of the item A = .DaC.

Although I have suppressed many details in this description of SLR(O) parser operation. it
should be clear that the SLR(O) parsing method makes direct use of the information about
constituent order and Conistituent type that is spelled out in context-free grammar rules.

It is less clear how to implement a parser for a linguistic theory in which constituent
order and constituent type in a construction are not explicitly spelled out, but follow in-
stead from the interaction of various general principles and requirements. Such a theory
does not directly say what various constructions look like on the surface; indeed, it would
be redundant for the theory to do so. since it derives surface characteristics from other
principles. As a consequence, it is more difficult to see how the parser can bridge the gap
between structure and surface appearance.) Few implementation models are known for
the new modular, principle-based theories of grammar. The models that do exist use the
principles of grammar only indirectly.

Berwick and Weinberg (1084), for instance, point out that the Marcus parser can be
considered an implementation of a recent linguistic theory because it uses similar represen-
tations and mimics similar constraints. However, the rules and organization of the Marcus
parser do not correspond directly to those proposed by theorists. "Metarulte" systems such
. that of Gazdar (1081) also ca-n also be used to inplement new-style transformational
theories.' lHowever, the function of metarules is the precomputation of a large set of ordi-

' nary context-free rules. It is the context-free rules rather than the ,nderlying grammatical
principles that are then put to use hi sentence processing. A nietarule implementation of a
new-style theory destroys its modular character by multiplying out the surface consequences
of its various components. The context-free "object gramnar" that results fron applying
metarules to a context-free base can be quite huge - containing "literally trillions of rules,"
in the words of Shieber (1983:4).

6.2. A research proposal

Computational linmgistics 4iould fill this gap in our indcerstandling of how to put Un-
g.istic knowledge to use in S(,tltence processijig. Researchers should replicate in parsing
practice the shift to modular. principle-ba.Led theories of yiLttx. According to recent lin-
guistic theory. complicated. lanaguage-specific rule systenns do not form an inportant part
of t person . yntactic knowledge. Perhap.s. then. such zystemns need iit forni the bitis for
the recovery of ynractic strILcture.

The research prorai that is proposed here seks to discover how to bae a parser on

Whatevc r :fer 'hat f.u:, hw. on ", ,1if,'fty 4t pmr er deIsign. however. it does not imply that piasing
" il be "es elficiet"C than with i .mrface-oriented ysttlri. That pi:cstion could come eult vither way.

'l.hi is : .1 !ie utcrpretation that prolponeuits ,f :eruie zystenis intend.
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interacting principles and parameters rather thanu on rules that individually stipulate the
details of their operation. It should be possible to use many of the principles "directly"
in parsing, without preconiputing their effects. If parser operation were based on linguis-
tic principles rather than large sets of stipulations. results fromi universal grammar could
shorten and simplify the language descriptions used in natural-language parsing. Parser
design as well as linguistic theory would be able to view syntactic variation from language
to language as characterized by a smnall number of parameters rather than at large body of
detailed rules. The notion of relatively direct realization of a grammatical theory could also

be clarified.

More concretely, a parser could use principles rather than stipulative rules to detect
the site of NP-movement in a passive sentence. It would insert a trace after the passive
participle not because the grammar writer had written a language- particular rule that
explicitly directed it to (10 so. but because it in .4ome way directly respected the principles
of case ajid 0-role assigilnient that force the conclusion that the post-participial position
must have been a movement site.

6.3. Characterizing the proposed research program

The research program that is proposed here should draw on methods and results in
several intellectual disciplines:

a It is a problem in applied computer science to investigate appropriate implementa--
tions of lingutistic theories. i computer science, air abstract object is characterized
by the set of operations defined on it. A description of the representations, princi-

ples, and rules that a linguistic theory postulates can serve as the specification for

a family of abstract objects that help implement a parsing model for the theory.

* It is a problem in applied lin guistic theory to take an, account of the speaker's
knowledge of language and put it to use in recovering the syntactic structure of
sentences.

* It is a problem in engineering to try to improve the performance of natural-language
processing systemns. A parser that is based on an accurate and explanatory theory of
linguIistic structure has a better chance of accurately recovering that structure than

Sparser that is based on a large set of complicated rules. (There is no adviantage,
however, unless the inmplemnentation is both faithful &uid conitationally practica.

* It is a traditional goal in artificial inteligence to work toward .3ystemns that can
icarui ritles instead of having thci all built in. LerIfIability is ani explicit concern
ini modeorn generative liigistics. and there ii miore hope oft zetting from o'xperience
the valiues of tig~ht ly constrained liinuistic ;iaraueters thim (if indluctively building
lip a comnplex set of rules.

* It expwu:.s the realmu of parsinlg theory to propose newv parsing;.algorithns. .As noterd.
most culrrent, par:Aers are drivert by -sLI of rules that diretly : pcvify consritilent
order. In contrast. 'tie proposed nlew pairsecr is to be driven by sets of principles -

that indirectly dletermne coii~titicrit order.

* It is of intere-st in coyutive p yrinoloyy to p~ropose4 ietv rninilels of how Uinowleilge of
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language can be put to use in sentence processing. Each new parsing algorithm, is
potentially a new candidate for a model of ]low humans process language.

e It is of some interest in linguistics to discover in what respects a theory does and
does not suffice to determine the structure of sentences. A parser implementation
that actually processes sentences camot help but shed light on this question.

The entire project amounts to taking modern linguistic theory seriously, toward a variety
of ends.

6.4. Encouraging anecdotes

The ultimate success of this line of research cannot be predicted ahead of time. How-
ever, there is anecdotal evidence that the effort to factor out underlying principles instead
of describing their surface effects can in fact yield engineering benefits as expected. Small
is beautiful when it conies to the amount of information a parser designer must specify
in order to parse a new language, and these examnples show that a shift toward modular
organization can indeed decrease the size and complexity of a parsing system. When in-
dependent but interacting underlying principles are involved, a rule system that multiplies
out their surface effects is clumsy.'.

6.4.1. Factoring out Aux-Inversion makes Marcus's question rules simple

Redundancy in a rule system often signals that the l~rocess of factoring surface ap- -

pearances into underlying principles is not complete. The ability of modular factoring to

reduce redundancy is illustrated nicely by the contrast between Robinson's and Marcus's
treatments of yes/no questions. Consider the rules for yes/no questions in the DIAGRAM
parsing system of Robinson (1082): -

(21) SQ = BEP NP ((ADV) (ING "BE") PRED)

SQ = MODALP NP (ADV) PPL "BE" ((ING "BE") PRED)

SQ = HAVEP NP (ADV) PPL "BE" ((ING "BE") PRED)

SO = DOP NP (ADV) VP

SQ = MODALP NP (ADV) (HAVEP PPL) (BEP ING) VP
SQ = BEP NP (NOT) ING VP
SO - BEP "THERE" (!1P) ((ING ("BE" PREDI / VP] / PRED2 / SREL])

SQ = tIODALP "THERE" (NOT) (IIAVEP PPL) BEP

(UP) ([ING ["BE" PREDI / VP] / PRED2 / SREL),
SQ = HAVEP "THERE" PPL "BE" (NP) ,,..

([ING ["BE" PREDI / VP) / PRED2 / SREL])

rl're is much redundiuy in tie :-tateinent of question rules themselves. and there is even
mort whet a fw of the completely zeparate rules involved in the corre.spmding dh-claratives
;u'v voni Aidvrrd: '.

"The cinipixity that :cmilt.% from lsing t non-,nodiar. Aurface-oriented frAnivw,rk .ehs .1 Atriking
extr'2?fle in the parsi.mt system dc.crihe,d by S,n, r 11961). 3.sd nti Zt!itg l[arri''s .trticturi~it ,tring-
.uiV.i sis, raunt,.vork hi, ?we;ty ve;rm in rheni:kiiig. the y.tern , isis . irthra rlies .ud c:dt gory types.
It 14cs .At :east L(u expimsions for -he 4tppo-cd retrc..Ory -oject.'
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P.
(22) SDEC = "THERE" (AUX) BEP NJP ([ING [VP /"BE" PREDI]

PRED2 / SREL])

SDEC = NP (AUXI) (ADVi) BEP (ADV2) (PRED)
AUX =(MODALP) (HAVEP PPL) (BEP ING)
SDEC =NP (ADY) (AUXD) VP
AUXD [AUX / DOP]

Robinson (1982:32) seems aware of some aspects of the redundancy problem:

[WV~e feel that there is some loss of generality in writing so manly sepa-

rate rules that have so many cleinents in common, and we are thereforeI
exploring the possibility of deriving sonic rules from other rules.

In contrast, Marcus (1980) is not constrained by his rule framework to spell out surface
configurations, and hie is able to capture many of the consequences of Robinson's complex

rule set for questions by supplementing his indecpendently required rules for actives with
two simple parsing rules that are related to the traditional transformation of Atux-Invcrsion:

(23) (rule YES-NO-Q in as-start
(-auxverb] C-np] - ->

Label c a. quest, ynquest, major.

Deactivate s-start. Activate parse-subj.}

(rule AUX-INVERSION in parse-subj

(=auxverb] (.np] -

Attach 2nd to c as np.
Deactivate parse-subj. Activate parse-aux.}

In the Marcus parser, as in transformational gramimar, surface constituent order in yea/no

quesetions is taken to be derivative. The surface order is not to be spelled out directly

with non-miodular rules like those in Robinson's grammar. Rather, the word order of

yes/no q1uestionls results when the processe-s that determine word order in declaratives are
perturbed by a separate process that Marcus factors out as a simple pair of rules.

6.4.2. Separating syntax from semantics also simplifies rule systems

The complexity of a parsing system can also be reduced when knowledge of linguistic

form :uail iciowlcdge of the world are separated into different mnodules. On the theoretical

ritlc. Griinshaw (1079) showed that mixing syntactic and semantic requirements led to a
larger overall dlescription of the relationship between verhe ;uid their comiplemients. On the
practical sitle. mnixinig the seriiaftic component of % programn into its, syntactic rule system
will typically miake it necessary to duplicate the tiame wimantic tests and actions iii the rulles -

that parse all the syiitartically dlistinct ways of expressing roughly the samne idlea. Robinson

*11082) mnittions the tint esic. bilit v of duiplicating a~ single -vwafic Actionl in sevvral Cdilrerelit

* grammavr rules, anid the experiezice of Dates with semantico-syntactir and purely syntactic
* ATN ,-ystenis also weins to support tis point:

Semntic granitars tend to be* notch larg4er thaut syntactic g~fhrainiars

which acrept the saine set of sentences4. Time larg;est ikTN grmnunax this

.* .~. .* .*.* . . . . .
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author knows of is one she wrote for the BBN speech unlerstanding sys-
tezu ... ; it contained 4148 states. 881 arcs, and 2280 actiows but was more
limited in the variety of constructions it could accept than al 83 state, 202
arc, 386 action syntactic gramniar for the same system. (Bates, 1978:238)

Another practical advantage of keeping syntax separate from semantics is that - once
again - it saves the parser designer from the task of explicitly working out the interactions
and writing them into the rules. Bates continues:

Another drawback to a semantic grammar is that it must be written anew
if the domain of discourse is changed. and it would be extremely im-
practical to attempt to write such a grammar for anything but a limited
application area. (:238)

Evidently a modular approach leads to a system that is both less bulky and easier to modify.

7. Some possible characteristics of the proposed parser

Tis section suggests some tentative choices for the design of the parser. Some choices
must be made in order to preserve the benefits of modular syntactic theories. Others are
not forced and thus represent only one point in the spectrum of possible research strategies.

7.1. Parsing under the control of principles of grammar

The general function of a parser for a grammar G is to "understand sentences in the
manner of G." The parser carries out this function by assigning structural descriptious
untler the control" of principles of grunmar. This characterization of parser operation

leaves open a spectrum of options for the degree of directness of "control" by the gram-
mar. At one extreme of the spectrum, control by the grammar might unount only to the
iUposition of an inputj/output constraint.1 3 The operation of the parser would then he de-
terrnined largely by perforinance principles distinct from rules of granimmiar. At the opposite
extreme, the grammar might force each internal step of parser operation. The contribution
of prrorniaice prinriples would then be much smaller.

The spectrum of directness of control corresponds to a related spcetriun of directness of
constraint on internal represr'ntationis. At one end of this e'prcrrumi. the reqnirement that the
par~er u-mnder.tajil witences ill tile manner (if G" might be- enforced only at parser output.
The operations of the parser woUl be ;llowed to build internal representations that did not
:atzify the principles of G eo long a. they did not :,rface at the outpmt. At the oppozite
end. the requirement ni, ht be enfortud incrvnentally ,v i ivariimut co t.raints on internal
rrprrst'ntatioms. The .t rtcture-liiling oprratiolls o' the parer would he con.trained io as
to buil represntarioits 4;iri'fying lie principles of (;. Satisfaction of tlie output Constraint
1 'This 1 ,hraii is ,romni Milihr wcjh cimnsky (163).

"
3 T ' ir:e 1raethai l3rti.'h cieucciin ,dgor-t~ini' of 6'ieratin't -%1 rnssible t 'nvtlirai ,v-cription. ;a o.iug -.

lte graminir * . e nitt rho.,' that .Lre jta ctory :. ..1 ,ore to hi , i d 4 i, -icironn. bh t the kind -.- '
,of 'toe iatr i" 

parsing4 etigorithm i ei riit by Aho uol i ihIinan (10-2:272) t.,Ils rv'u cve tr, Anice it ,loes
not ise the rautliar ;it -ll. 1xit oljiy happens reo protiuce the right derivations.
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would follow as a special case.

Control and constraint of a parser by the principles of universal and particular gram-
mar can thus he direct or hidirect. The goal of translating into parser design the benefits

of modern principle-based linguistic theories suggests that a relatively direct implementa-
tion might be appropriate. One can envision a parser that is a direct implementation of

GB-thcory (Chomsky, 1981) in that it recovers the linguistic descriptions that GD-thcory

proposes, it recovers them by actively using the principles that GB-theory holds to charac-

terize and define them, and it uses those principles without 'multiplying out" their effects

to produce an intermediate set of phra.se-structurc rules. In terms of Fodor, Bever, and Gar-
rett's (1974) typology of parsing methods, it would probably use elements of both .nalysis
by analysis and analysis by synthesis.

7.2. Preserving the structure of grammatical theory

A certain amount of directness is required in an implementation that strives to retain
the benefits of a modular gramnatical theory:

* The distinction between language-independent universals and language-particular

parameters must be preserved if descriptions of individual languages are to remain

smal.

a Other aspects of the modular structure of grammatical theory must be preserved

4- *if the combinatorial consequences of multiplying out interaction effects are to be
avoided.

* The set of linguistically significant operations should be preserved in parsing repre-
sentations so that the parser designer cannot accidentally write rules that refer to

predicates that are linguistically nonsignificant. For example, the parsing frame-
work should not lead the grammar rules to place much more importance on the
left vcrsus right distinction or the notion of string position than is warranted by

the syntax of natural languages.

* It is desirable for the structure of ,.rplanations to be mapped over intact from
grainnatical theory to parser operation. If certain grammatical principles force

the ussignment of a certain structure to a sentence, corresponding implementation

principles should be responsible for the parser's deci::ion to assign that structure.

However, see section 8.1.3 for eome limits on the degree of directness that it is re.1sornable
to impose. Mlking the aorion of direct implementation more precise should be ,a subsidiary
topic of research in this program.

7.3. Avoiding mysteries

One reason for in'vestieatin the po:ssibility of a relatively direct relationship between
grainnar ;uid parser is that indirect relation.-hips. thoimgh ntie !odly iittpossibht or yet

empirically fidsilied. llonethel,.ss give rise to what might be reard'l ,as n mysteries.

Consider, for exanple. a mectarule :,crommt of gratmmutr. On snch an ;w'oumt. the

propfjrries of a 1him,,ullage Can he .specjficd with a small set tif ,olitext-free ba.e rules phis a

• °,,+ 1
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set of metarules to derive new rules froin old ones. The parser. however, operates only with

the large set of derived rules.

It is possible to imagine that the human language faucilty could be constituted roughly " .

along the lines of the metarule account. The humnan parsing mechanism would then be
capable of using an unrestricted set of context-free rules for parsing, but languages described
by "unnatural" sets of context-free rules would never be observed because the language-

acquisition component of the language faculty would never construct such a set. Applying
only at the level of language acquisition, the constraints of universal graininar woul-I play
no role in actual parser operation.

In a way, however, any account that involves translation of restrictive principles into
a less restricted frnework reads like a mystery story. If the language-acquisition com-
ponent irs the option of using powerful computational devices in the rule systems that
it constructs, it seems a mystery why it never uses them. If only a limited range of tile

parser's computational abilities are ever needed, it seems a mystery why the parser isn't tai-
lored to take advantage of the restrictions on its actual computational problem. Of course,
the actual nature of the parscr and of the language-acquisition component are matters for
empirical investigation. It might turn out that the correct theory of tile human language

faculty is one that seenis at first to have mysterious properties. Neverthels, the attempt
to avoid mysteries is a sufficient reason for trying to investigate the ",lirect" rather than
the "indirect" line of parser inplementations.

Related qualns come to mind about tile "parsing strategies" proposed by Fodor, Bever,
and Garrett (1974). If the parameters and principles of grallimar are not directly realized ill
tile parser. one must ask for an explanation of why the structures that the parser recovers
are in accord with those principles.' 4 Such a question seems to arise whenever a system
observes principles that play no causal role in its operation.

7.4. Separating competence and performance principles

In the design of a parser it is desirable to preserve as much as possible tile distinction
between competence and performance principles. If performance instructions must be ex-
plicitly written into the language description that the designer of a natural-language system
inust write. language descriptions will remain large and complex. In addition to specify-
;n the paraneters that characterize the core ryntactic structure of a Iingtiage, the system
iesigner will be forced to describe in the rile system the detailed way in which those param-
eters relate to surface evidence. As iuch ; s possible, the necessary performance principles

hionll be applied automatically by the parsing machinery.

Manly complicated rules in Marcus's -rainmmar seen to be concerned with questions like
these:

* If ;1 optional constitUent isn't attiached at the current level, will sonie higher
sytactic context be able to :eceive it?

* If an optional colstituent it is attached at the current level, will some higher

y ntactic contrext he dleprived of ;an obligatory con.stituent?
1 T!fre tndy be an wsw-r. of cour : it is againi iT: eipirical queW..tiui whetLbr rc..etion uf ?U:iiiietrrs is

direct.
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* If the wh-coznp is used at the current level, will somne highter syntactic context be

able to receive the NP that is rejected at this level and left over?

* If the wh-cotup isn't used at the current level, will it be possible to use it elsewhere?

These considerations seem amenable to incorporation into the structure of the grammar ".

interpreter so that they will not need to be explicitly written into grammar rules. If the p
grammar interpreter cold handle most performance principles systematically and auto-

matically, without needing explicitly coded rule actions, the burden on the grammar writer

could be reduced. It might become less of a misnomer to call Marcus's rule sets grammars,

if rules came to encode more knowledge of the structure of a language and less about the

details of recovering grammatical structures from local cues available from input strings.

Marcus's diagnostic rules are a case in point. It would be easier to write language

descriptions for Marcus's grammar interpreter if the intepreter were made explicitly aware
of the process of resolving nondeterminismn. With Marcus's original grammar interpreter,

nondeterminism is resolved when the grammar writer notices a rule conflict or an overly

general interpretation of a surface cue and then writes a diagnostic rule to distinguish .

between two situations by using semantics, exmunining the active node stack, or using more P
lookalicad. The grammar interpreter itself treats diagnostic rules like any other rules; it

does not "know" when it has gotten into trouble and should consult some mechanism to

resolve a conflict.

The grammar writer therefore has the burden of foreseeing and resolving surface am-

higuities and interaction effects. This increases the size and complexity of the rule system,

and in practice a few techniques for resolving nondeterninism sceem to be repeated over

and over in different grammar rules. If the grammar interpreter recognized conflicts and

invoked explicit resolution procedures, the modularity of the parsing system could be im-

proved because fewer grammar rules would explicitly perform exotic tests.

7.5. Logical parsing theory

One possible strategy for designing a parser involves studying what surface cues to

syntactic structure are available in an input sentence before deciding how to use those cues

in guiding the recovery of structure. The possible theoretical level of "logical parsing the-

ory would concentrate more than grammatica-d theory on the nature of the computational
problem that the parser must solve. but it would leave open the question of ]ow the parser
actunally -oes about iusing (some or all of) the information in the surface .tring. In Mart's

friunwork (512). both grammatical theory and logical parsing theory are part of the top-

)st level of computational theorj, which both dmentifies the goal of the computation and

investigates the logic of the .strategies by which it inay be carried out. Once logical parsing

theory is available, it becomes a computer .u:iv'nc problem to devise t detailed parsing
,algorithmi ising omme subset of the available structurally reievanit information. 15

Given a foruTaliziktionI of crucial principles from linguistic theory, it .hould be possible to

derive theorems about the surfacc appeariuice of imilrlying constructions. These theorems .-

"The rc.tilts of an exp.*rimcitt by Frazier. Clifton. and tluid.&I (1983) .mggvto that the hmiinitu pirsing -

inckh;uisr doe.. not apply all oleilti;tIly relcymut conlstraiit. while rolnptting , -tructural description.
Somuc const.dmntS ,,re appareurly not applicd iintil a later stitge.
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can then be put to use in parsing. Some theoremus will be ultimately based only on linguistic

universals, without mention of language-specific parameters. These theorems can be used,

where appropriate, to fix the general structure of the parser. For example, boanding theory

can influence the choice of parser architecture because it places limits on the "range of

search- that the architecture must support. In general, the relationship between a universal

principle and its embodiment can be quite indirect without raising questions of language

acquisition and language-description size. If fundamental parameters of cross-linguistic

variation are embodied in highly indirect fashion, however - if, for example, they show

up as variations in the architecture of the parser - it will be necessary to cousider closely

how they might be set from experience in language acquisition or concisely stated in parser

design. - -

One possible topic for logical parsing theory is the appropriateness of various internal
representations that a parser might use. Given a sufficiently developed linguistic theory, it is

possible to investigate how closely a proposed "representation cluster" 16 for the theoretical

objects postulated in the theory conforms to the goal of displaying in a representation all

and only the information that is granmatically relevant according to the theory. How

should key notions such as dominance, adjacency, government, c-command, projection,

subjacency, and the contiguity of constituents be reflected in the parser's representations?

Given a representation and a set of operations, can all S-structures be derived by means of

the operations?

7.6. A target for parser coverage -

The enterprise of constructing a parser always involves decisions about the range of

constructions that are to be correctly processed. Given the nature and purpose of the

research program that is proposed here, a reasonable target would be to handle all syntactic

constructions of "core grammar" that are regarded as fundamental and reasonably well-

understood in discussions of GB-theory. This does not include all of language:

lIlt is hardly to be expected that what are called "languages" or -'dialects'
or even "idioiects" will conform precisely or perhaps even very closely to
the systems determined by itxing the parameters of universal grammar.

This could only happen under idealized conditions that are never realized

in fact in the real world of heterogeneous speech communities. Further-
more, each actual Ilanguage" will incorporate a periphery of borrowings,

historicl residues, inventions, and so on. which we can hardly expect to
- - and indeed would not want to - incorporate within a principled the-

ory of tniversal grammar. For ,uch reaons as these, it is reasonable to
mppose that universal grammar determines a set of core grammars and
that what is actually represented in the uind of an individual even un-

der the idealization to a homogeneous speech community would be a -ore
gramumar with a periphery of narked elenicnts afld constructions.

Viewed against the reality of what a particular person may have in.side his

head. core gramnar is am idealization. From another point of view, what a

1iis is a term from Liskov (1077).

U4
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particular person has inside his head is an artifact resulting from the inter-

play of many idiosyncratic factors. as contrasted with the more significant
reality of universal grammar (an clenent of shared biological endowment)

and core grammar (one of the systems derived by fixing the parameters

of universal grammar in one of the permitted ways). (Chomsky, 1981:8)

Core notions and mechanisms are, however, expected to play a role in determining the

properties of even peripheral constructions:

We would expect the individually-represented artifact to depart from core

grammar in two basic respects: (1) because of the heterogeneous char-
acter of actual experience in real speech communities: (2) because of the
distinction between core amd periphery. The two respects are related, but
distinguishable. Putting aside the first factor - i.e., assuming the ide-
alization to a homogeneous speech community - outside the domain of
core grammar we do not expect to find chaos. Marked structures have to
be learned on the basis of slender evidence too, so there should be fur-
ther structure to the system outside of core grammar. We might expect

that the structure of these further systems relates to the thcory of core

grammar by such devices as relaxing certain conditions of core grammar,
processes of analogy in some sense to be made precise, and so on .... (:8)

Even so, it would be premature to tackle the periphery without first devising an implemen-

co tation that can handle the core.

In addition to foregoing treatmcnt of peripheral constructions in language, initial stages
of the proposed endeavor should avoid getting mired in several other issues: functional ex-

planations for linguistic phenomena, the "communicative function of language," "everyday
language," "situated language," andi the matters that might be called "semantic issues" in
the broad sense. If tackled too early, these issues cannot fail to impede progress toward the

development of a principle-based parser.

8. Implicit representation

Section 7.5 raised the question of how granimatially relevant predicates and condi-
tions might be repre.ented in the proposed parser. One possible answer involves implicitly
embodying some predicates aid conditions in the structure of the parser. This preliminary
section explores ilat possibility.

8.1. Implicit representation

Under the propo.ed line of paryer development, it is usually not enough for the parser to
ob.erve the principe-I of grammatieal theory. Rather. the principle.4 are to play a relatively
dirct role in determining what action the parser should take at vac'h point. In most cases
the principle.s are to he, causally implicated in explanations of parser b,,hlavior: it is to be the

principle. and a.s little ,.lse aa possible. that are actively used to determine the structural
de.cription to be aLtsiged to an input.
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8.1.1. The implementation must preserve the benefits of modularity

More specifically, however, the exact degree of implementation "directness" to be
achieved is uncertain. Indeed, much remains to be explicated about notions such as "direct
implementation" and "direct use" of principles, and such explication will be part of the
thesis project. Nonetheless, the main constraint on the directness of the proposed parser R
implementation is clear: the implementation should preserve enough of the modularity of
modern grammatical theory so that the possible benefits of that modularity will not be lost.

In part, then, the reason why the implementation is to be direct is so that the shift
to modular syntactic theories can reduce the size and complexity of language descriptions
in parser design just as it did in linguistic theory. Given that goal, the most important
mo(ular division to preserve in the mapping from theory to program is the distinction
between language-particular parameters and linguistic universals.

Consider, for example, a parser that produces the syntactic descriptions demanded by
current syntactic theories but whose operation is based on a surface-oriented rule system.
Such a rule system must "multiply out" the surface effects of various principles and param- " .
eters. How much will such a rule system differ from the rule system for a closely related
langnage? Recall the effects of changing a .ingle parameter in modern grunmatical theories:

In a tightly integrated theory with fairly rich internal structure, change
in a single parameter may have complex effects, with proliferating conse-
quences in various parts of the gram-umar. Ideally, we hope that complexes
of properties differentiating otherwise similar langaages are reducible to a
single parameter, fixced in one or another way. (Chomsky, 1981:6)

In accordance with this picture, a single surface-oriented rule expresses not a fimdamental
parameter of linguistic variation, but a complex amalgam of different principles and pa-
rameters. Changing a parameter causes large changes in the rule system. The benefits of

Modularity are not obtained, for the language descriptions that the system designer must L -=
construct are large and vary greatly from language to language.

8.1.2. The implementation must often preserve the structure of explanations

One characteristic of explanations is that they support counterfactuals. By reducing
situations to their underlying causes, an explanatory theory describes not only what is
true. but also what would be true tunder a range of different conditions. By identifying
the principles and parameters on which a language-particular phenomenon depends. an
explanatory theory reveals not only why it has its particular characteristics, but how those
chlaracteristics would differ given a different szet of underlying parirmeters.

An inr resting corollary of this fact is that preserving the parametric structure of
cross-linguistic vriation requires the implementation to preserve the logical structure of
:lone lin'tistic explanations. Moving from otie language to ui ther wuonrits to, using a
different set of paraieters. Cenerally speaking. the implementation cannot take advantage
of lenma" that are derived From .r;unmatical principlhs wuid pmarulters. It should use
lit principles anl laranieters liremly. because if it u.ses a language-particular leniua, the

lemma will have to be stated it the nile sytei that makes up the ,hscription of the

36

•~~~ ., , • . . .. .. ..- .. : . . ..- . . . . . . . . ... . . .... . .. . .- .- . .- . .. . .. . .-



.........

Principle-iLsed Parsing Implicit representation

language. A different leinia will have to be stated for a language with diftferent underlying
paraneter-; language descriptions will thus include more than the logically necessary sets
of parameter values.

8.1.3. Implicit representation is often permitted and desirable - -

There are three major cases in which this argument does not hold, however. First,
it does not apply to language-independent lemmas that do not depend on particular pa-
rameter values. Second, it does not apply to certain parametrized lemmas that show how
parametric differences would affect their conclusions. Third, it does not apply when the
parser rather than the system designer is responsible for generating the lemmas; in such
cases the parser is only using the lemmas for "short-cut" access to results it could have
derived from fundamental principles.

The first two cases allow the possibility of implicit representation of grammatical prin-
ciples ant predicates. These cases represent a situation in which it is acceptable for the
parser to merely act in accordance with principles instead of basing its decisions on them
directly. Language-independent lemmas can be used to fashion the basic architecture and
actions of the parser. In fact, within the constraint of preserving parmuetric structure, it
is desirable to tailor parser design closely to the general computational problem defined by
universal graumnar. Without close tailoring, it becomes a mystery (§7.3) why no language
uses the full power of the implemented parser. The suspicion arises that some property of
universal grammar has been missed that would allow a more efficient or otherwise more
desirable parser architecture.

8.2. Monostrings

Taloring a representation to closely fit a desired set of predicates, operations, and
constraints is nothing new to linguistic theory. Indeed, the search for appropriate represen-
tations is a key part of the construction of theories that can explain language acquisition. As
the theories go, the language learner projects from limited experience in one way rather than
another because the human anguage faculty makes available only a restricted framework
for describing linguistic experience. Children never frane arbitrarily bizarre hypotheses
about the structures of their lmuguages because such hypotheses are not statable with the
available internal vocabulary.

8.2.1. The monostring representation implicitly embodies universal restrictions

% Lasnik and Kupin (1977) have described a restricted transformational frarnework that
provides an, example of the attempt to buildl the restrictions of universal grammar directly
into the formalism used For stating rules of grammar:

The theory differs from [Chomn.ky s earliest transformational formalism],
and more mark,,dly from most current theories, in the extent to which
restrictions are imlpsed on descriptive power. Many well-justitied and
linwmistically signiticamt limitatious ol structural description and .-truc-
tur:d change are eiribodied in the present formalizm .... In this paper
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S

X y {abcd, S, Xcd, ab Y}

a b Cd

Figure 6: In the framiework of Lasnik and Kupin (1977), the tree on the left could be
described by the set of strings on the right. Except for the terminal string, each string in
the set is a monostring.

we are attempting to present a particular theory of syntax in a precise
way. Many of the operations describable within other theories cannot be

expressed within this theory. (:173)

Lasnik and Kupin's restrictive formalism helps illuminate the possible nature of the rep-

resentations used by the human language faculty. Many properties of the set of possible
transformations would follow from the asumption that the language faclty uses a repre-
sentation like the one that Lasnik and Kupin propose.

Lanik and Kupin use so-called monostrings to capture the hierarchical relationships
that are usually represented with tree diagrams. Each monostring represents a particular

occurrence of a phrasal category. With a monostring representation, a phrase-marker is a set
of strings instead of a tree. Figure 6 gives the monostring representation that corresponds
to a simple tree.

The mnonostring representation is more closely tailored to certain theories of universal

grammar tha- a tree representation would be. It fails to represent certain distinctions that
a tree would represent. and therefore it is suited only to a theory of iimiveral granimar in
which those di.stinctions are never relevant for the description of natural languages. Figure 7
hows two trees that have the sune monostring representation. Lmanik and Kupin comment:

The choice of *the monostring representationl. then. constitutes an em-
pirical claiim about hun language. All grammars in this theory wil
nv'ce:sarily treat 'tie two trees shown in the figure; identiclly since they

have identical representations .... (1977:178)

The "pruning' of two ideurical nodes duiiminating the same material a.o foilows from the

nature of rhe nuorostring representation. A tionbraichimg node of the atue type as its
daughter is -irviible" with that representation. Again -l empirical clim is made:

'A redlticed phra.e-nmarker i is ces.entially a collection of is iz statviimenis. An
is a statement concerns only the relation.hip between a portion of ie ter-

.... .
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C B C B " : :I-

A b A {ab. S, Cb, Ab, aB}

C

Figure 7: The two trees on the left have the same reduced phrase-marker, shown on the
right. This examnple is taken from Lasnik and Kupin (1977).

minal string and a non-terminal. In that view there is no point in saying a
particular occurrence of a terminal [stanids in the is a relationship to some
other nonterminal] twice (as 'tlie unpruned tree] apparently does) .... In -

this theory, pruning thus becomes a non-issue, since the repeated nodes .

never exist to be pruned. There is never a conversion to more tree-like
objects so the issue never comes up. Thus, the effects of pruning, if indeed

there are any, are unavoidable .... It is important to note thitl in principle
A base component could distingiish between [the pruned and unpruned
treesi. Thus, [by choosing this representation] we are making the claim
that a transformational component does not require access to all of the
information inherent in a base component. (:170)

The ah.sign of the proposed parmser will 4trive for this kind of close fit between the information
that is made explicit in the representation and rite information that is deened grammatically
zignificant by !ingniitic theory. Mysteries ;rise -when the representation displays a wide

ranae of information that the grammatical system never uses.

Note that an implementation is not rquired to observe insignificant "presentation
details" of linguistic theories. For example. Aome theorists who might actually prefer to tse
LUsinik ;uzd Kapin's frnmuework still draw trees for expository conveuicnce. Unlike sotae of .'"

the information they depict. tie treA are not theorwticaily significant. In a mathematical
-ense. the trees are cove,.ient rnodTel, of linguistically .ignificant 4tatemncnts.
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8.2.2. Only a restricted class of transformations can be stated

Lasnik and Kupin's framework also restricts the class of transformations that can be

stated. Again, the restrictions are intended to embody empirical assumptions:

All of the definitions and al of the principles of application described below . _

are assumed to be part of general linguistic theory, i.e., to be biologically
based [emphasis added]. (1977:179)

A leftward NP-movemnent transformation would be stated as (24) in Lasnik and Kupin's

fr'unework:

(2.) (NP NP, (2/1))

Explicit variables are not allowed in the statement of a transformation; there ae implicit
variables between all consecutive elements and hence no transformation can require two el-

enents to be adjacent. There are no Boolean combinations of string conditions, clausemate
conditions, or multiple analyzability conditions. Transformations are not marked optional
or obligatory. There can be at most two affected constituents, so an NP-movement transfor-

mation cannot also insert a passive morpheme. There are only a finite number of possible
transformations.

Again, this restrictive framework illustrates the kind of close match between theoret-

ically permissible operations and representationally expressible operations that should be

heavily used in the proposed parser design.
"--

8.3. Subjacency "

. The subjacency constraint provides another natural opportunity to implicit represent
uramatical constraints in the design of a parser. Subjacency is a constraint on movement

that to first approximation forbids moving in one jump across amore than one "bounding __""

category," where NP and S are bounding categories."1 For example, subjacency (so formu-
lated) forbids wh-movement from applying to produce (25):

(25) *who do you believe [NP the claim [s that Bill saw I ?

Stated another way, the subjacency constraint requires that movement transformations must

apply to elements in the same domain or adjacent domains.

Marcus (1980, Chapter 6) attempted to show that important subcwes of the subjacency
constraint followed naturally from the structure of his grammar interpreter. In turn, the

crucial propertici of the grammar interpreter wtre motivated by its deterministic operation. .

For reasons that I will not detail here. Marcus's argmnents do not completely go through.
%! However. Berwick and Weinberg (1984) :,how that a constraincd. deterministic parser of a

certain kind must obey some principle similar to subjaency.

Fodor (198.) presents two possible treatments of phenomena related to subjacency.

They contrast sharply with the geerad approach followed by Marcus and by 13erwic v" and

Weinberg. First. considering an ATN hold-cell parsing modlel. Ahe proposes thrlL 0,amnd
constraints" (such ;La the Complex NP Constraint, derived from s.ubjacency in mnmy current

*" '7So:ne modem theories oi stdiljaccy, such ams the theory described in Chotsky's Fall 1083 c:lass -etures,
are more complex.
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theories) can be handled by using a structured hold cell and arranging for the parser to
follow 'a set of traffic rules to control access to its various levels" (:172).

Second, working in a surface-oriented context-free framework, she suggests that tile " -

subjacency constraint, if needed at all, should he handled by arranging for the rule system
not to include any rules that would violate it: 0_

Gazdar has no analog to Subjacency in his system at present, but at least
for English a comparable effect could be achieved if passage of a slash
annotation through either an S or an NP node was blocked, but a rule
was added to allow a slash annotation at the top of a complement clause
to be cashed ont as a trace, andt a new path of slashed nodes to be initiated
with this trace as its filler. For Italian. however, Rizzi's analysis clearly
requires that transmission of a slashed node be blocked only at the second
of two cyclic nodes, and this entails ... [that] the slashed nodes on the
path would have to be tagged with information about dominating cyclic
nodes. (Fodor, 1983:191) - .

In both cases Fodor is effectively suggesting that the subjacency constraint should be de-
scriptively imposed on top of the constraints (if any) that result from basic parser structure.
The line of parser development that is suggested here rejects such descriptive approaches,
which simply describe the effects of principles and conditions instead of building them fun-
damentally into the actions and representations of the parser. Given the desire to baseL" pareer design solidly on linguistic theory, it is better to avoid a parsing framework in wich P
the parser would work just as w, ll for parsing "unnatural" languages (with properties unat-
tested in natural languages) as for parsing natural languages.

One can imagine several possible parsing approaches to the subjacency constraint. It is
necessary to give some account of why subjacency treats certain domains as units; perhaps
it will be possible to find some process necessary to other aspects of parser operation that
already treats those domains (and only those) as units. A contrary approach is also possible;
perhaps subjacency donmains are not agglomerated as units, but instead the hitervening non-
bounding material is dismissed from sonic relevat local store and hence is riot "visible" to
hinder movement. It is desirable to explain why two domains can be involved, not three -

or just one.1 s Fodor (above) suggested the "barrier" account in which search-barriers are
inserted into memory stores for some reason. Again a contrasting approach is possible; 0
perhaps there is not barrier insertion, but rather the temporary dismissal of material that
would be hidden by a barrier.

8.4. C-command

Berwick and Weinberg (1084. Chapter 5) provide a final example of iniplicit repre-
sentation. They how bow the structure of the Marcus parse.r can be adjusted -o that the
grammatically relevant preidicate of ,-comnnnand (Reinhart. 1976: Aoun ail Sportiche, 1083)
dots not ucel to be explicitly computed. but is implicitly available as a by-product of normal .'-

"'See Berwick ;d Weinberg 1084,1 for one explana tion. hmed on -he ,obscrvtion that ra-mmuars can't
count." Another possilhiity :uight uonihw iuvolve ai proces in which thc parser is trying to relate two
partially built structurei.
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parser operation:

While traces an nontraces diverge with respect to bounding conditions,
traces and some of the nontrace categories are similar in that they both
obey c-command. Traces, pronouns bound by some quantifiers, and lexical
anaphors must be c-commanded by their antecedenta.

Given that c-command is a basic predicate of the government-binding
theory, we must be able to compute it from the parsing representation.
The obvious way to do this would be to use a full tree representation and
then design an algorithm to compute c-command from it.

Alternatively, we could build on the fly a representation that makes the .
calculation of c-command computationally trivial. This is the tack that
we shall take. (Berwick and Weinberg, 1984:173)

Given [a certain] principle of attachment anid node completion, the active
node stack extensionally represents the c-command predicate; c-command " "
need not be separately computed. (:175) .

This way of representing grammatically relevant predicates is quite attractive under the
current proposal for parser design, since it represents very close fit between the set of
grammatically relevant predicates and the design of the parser.

9. Relation to other work

As noted, the proposed research program builds on work in lingmistics, computer sci-
ence, psycholinguistics and parser design. Chomsky (1981) describes the government-
binding theory of grammar that is to be implemented. Lasnik and Saito (1083) provide re-
cent revisions. Some variant of the monostring representation of Lasnik and Kupin (1977),
which was discussed in section 8.2, could potentially form the basis for the parser's repre-
sentation of hierarchical structure. Stowell (1081) discusses in detail many cases in which
grammatical principles can interact to account for the surface constituent-order facts that
were formerly accounted for with detailed phrase-structure rules. The proposed parser is
to make crucial use of interacting principles to determine surface order.

Aho and Ullman (1972) discuss formal results about so-called covering grmmars that
could be useful in clarifying the notions "implementation of a grammatical theory' and
•'direct implementatiou.' Liskov :t al. (1977) and others have discussed ard developed the
notion nimplementation of an abstract object." In the propo.wel re.iwarch. linguistic theory
will be taken to define a fiunily of abstract objects tlhat it is the parsers job to implement.

Fodor, Bever. and Garrett (1974) survey psychoinlgizistic re.ults that may (with cau-
tion) be interpreted to describe some propertis of human language-processing mechanisms.

More rcently. Frazier and Rayner (1982) and Frazier. Clifton. wnd R~uidall (1983l) have
done experiments that bear on the (lestion of how the human syntactic processor deals
with pareing ambiguities. Questions about such iiumigifirivs were an inportant factor in the
,design of Marcus's (1980) deterministic parser uid will probably a ko significantly inflence ,
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the proposed piarser design. Works by Seideniberg et (1. (1982) and Milne (1983) present
further psycholinguistic ihiscit.4sions.

The work of Marcus (1980) as refined iund discussed by B~erwick and Weinberg (1984)
could emsily play an important role in the proposed research. Of the currently available
parsing models, the modified Marcus mnodel is probably the most closely tailored to tile
principles of granimatical theory. flowever, the model should be further modified so that it
bases its operation on principles and parameters rather thani a comnplex rule system. Milne's
(1983) work is also in the Marcus framework.

The proposed parser would implemnit gramtmatical principles more directly than ex-
isting parsers, in the Marcus fraincwork. B~erwick and Weinberg point out that the rules
for their modified Marcus parser are several steps removed froin grammatical principles;
in effect, the rule system expresses derived lemmas as discussed in section 8.1. Works by
(lardar (1981) and Fodor (1974) mlay be useful for contrast, since in many ways they fall
at the opposite end of the spectrmn from the proposed parser. Bachenko et at. (1983),
Wehrli (1983), and Shieber (1983) sketch parsing models that may be relevant.

10. A suggested plan for initial research

One possible plant for the construction of a principle-biwed parser be'gins with two comn-
plcementary p)roupg of initial attack. On the one hand, the Marcus parser can be successively-

L modified to basAe'its operation on principles and parameters in more and more cases. For ex-
wmple. the first case to be tackled might be the NP-movement case mentioned iii section 6.2.
As this effort proceeds, a working set of concrete examples could be built uip. A "nmap" of
the logical relationships among various principles and parameters could also be developed.
A catalog of linguiistic princip~les, constructions, and examples could be compiled.

On the other hand, efforts should continue to find representations and operations that
are closely tailored to the predicates. operations, and paramleters of grammatical theory.
This second effort would thus am for the development of possible alternatives to the Marcus
framework. While the first-prong approach .4eks to modify an m.. isting model of parsing
de'cisions and actionq. the secnd approach follows section 7.5 in 2eparating the question of
what repretsemtations and actionis the parser might use fromi the question of how it should
dlecide what action to take at each point. Thme dlevelopment of logical parsing theory is part
of this Hite of research.

The reeults of this initial phase of research c:ould 4tupport the choice of a particular
parser de.-igit for further development. With at general dlesign chiosen,. reearch can focus on
reducitig the amount of information that must he specified for parsiniga part iciflar language.
The ideal limit of suich reduction would allow a language to be described for par,3ing by the
same .Aet of paramueters that :;p(-cihcd tile characteristics of the laimipage in lingiitic theory.
In the ideal Limuit. all performance principles and iiitcraction effects would be handled by
the parser rat lier titan the g-rammiar writer.
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